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On a class of mean values including Jensen functionals

By SLAVKO SIMIC (Belgrade)

Abstract. We introduce a new class of multi-variable mean values with a quotient

of two Jensen functionals as an argument. By some examples in information theory its

fruitfulness is shown.

1. Introduction

At the beginning let us remind the reader about some well known mathe-
matical entities we shall need in the sequel.

1.1. Denote by Pn the set of all positive n-tuples (p1, p2, . . . pn), n ≥ 2, with the
property

∑n
1 pi = 1.

The Jensen functional Jn(p, x; f) is defined by

Jn(p, x; f) :=
n∑
1

pif(xi)− f

(
n∑
1

pixi

)
,

where f : I → R be a (strictly) convex function on an interval I,
x = (x1, x2, . . . , xn) ∈ In and p ∈ Pn.

The famous Jensen’s inequality asserts that

Jn(p, x; f) ≥ 0, (1)

with the equality case if and only if x1 = x2 = · · · = xn.
Jensen’s inequality is one of the most known and extensively used inequalities

in various fields of mathematics. For classical and recent developments related to
this inequality see ([2], [4]) where further references are given.
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1.2. To define the Cauchy mean value for several variables, we need a notion of
divided differences ([1]).

Definition 1. For a function f : I → R, I being a real interval, the divided
differences of f on distinct points xi ∈ I are defined inductively by

[x1]f := f(x1),

[x1, . . . , xn]f :=
[x1, . . . , xn−1]f − [x2, . . . , xn]f

x1 − xn
(n = 2, 3, . . . ).

For instance,

[x1, x2]f =
f(x1)− f(x2)

x1 − x2
; [x1, x2, x3]f

=
(x2 − x3)f(x1) + (x3 − x1)f(x2) + (x1 − x2)f(x3)

(x1 − x2)(x2 − x3)(x3 − x1)
, (2)

etc.
The following Cauchy mean value theorem for divided differences is due to

Leach and Sholander [3].

Theorem A. Let x1 < · · · < xn and assume that f (n−1), g(n−1) exist with

g(n−1)(u) 6= 0 on [x1, xn]. Then there is a t ∈ (x1, xn) such that

f (n−1)(t)
g(n−1)(t)

=
[x1, . . . , xn]f
[x1, . . . , xn]g

.

Supposing that the function u → f(n−1)(u)
g(n−1)(u)

is invertible, we get that

(
f (n−1)

g(n−1)

)−1 (
[x1, . . . , xn]f
[x1, . . . , xn]g

)

is a mean value of numbers x1, . . . , xn.

The aim of this paper is to give a mean value theorem for Jensen functionals
i.e., to bound a Jensen functional with another one. This is done by the following

Theorem B. Let f, g : I → R be twice continuously differentiable strictly

convex functions and φ : I → R+ be a continuous and strictly monotonic function

on I. Let x ∈ I, p be defined as above. Then the expression

φ−1

(
Jn(p, x; f)
Jn(p, x; g)

)
(n ≥ 2),
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represents a mean value of numbers x1, . . . , xn, that is

min{x1, . . . , xn} ≤ φ−1

(
Jn(p, x; f)
Jn(p, x; g)

)
≤ max{x1, . . . , xn}, (3)

if and only if the relation

f ′′(t) = φ(t)g′′(t) (4)
holds for each t ∈ I.

Proof. We prove firstly the necessity of the condition (4).
Applying (3) in case n = 2 for arbitrary x1, x2 ∈ I; x1 6= x2, we get

min{x1, x2} ≤ φ−1

(
J2(p, x; f)
J2(p, x; g)

)
≤ max{x1, x2}.

Hence

lim
x1→x2

φ−1

(
J2(p, x; f)
J2(p, x; g)

)
= x2. (5)

But, since φ (i.e. φ−1) is continuous on I, due to l’Hospital’s rule we obtain

lim
x1→x2

φ−1

(
J2(p, x; f)
J2(p, x; g)

)
= lim

x1→x2
φ−1

(
p1f

′(x1)− p1f
′(p1x1 + p2x2)

p1g′(x1)− p1g′(p1x1 + p2x2)

)

= lim
x1→x2

φ−1

(
f ′′(x1)− p1f

′′(p1x1 + p2x2)
g′′(x1)− p1g′′(p1x1 + p2x2)

)
= φ−1(f ′′(x2)/g′′(x2)). (6)

Comparing (5) and (6), the desired result follows.
Now, assuming the condition (4), we shall prove the inequalities (3) by in-

duction on n.
Note that, for x1, x2 ∈ I, x1 6= x2,

J2(p, x; f)
J2(p, x; g)

=
[x1, x2, p1x1 + p2x2]f
[x1, x2, p1x1 + p2x2]g

. (7)

Since φ(·) is strictly monotone on I, it follows by (4) that f ′′/g′′ is invertible.
Applying Theorem A for n = 3, x3 = p1x1 + p2x2, we get

min{x1, x2} = min{x1, x2, p1x1 + p2x2} ≤
(

f ′′

g′′

)−1 (
[x1, x2, p1x1 + p2x2]f
[x1, x2, p1x1 + p2x2]g

)

≤ max{x1, x2, p1x1 + p2x2} = max{x1, x2},

i.e., by (4) and (7),

min{x1, x2} ≤ φ−1

(
J2(p, x; f)
J2(p, x; g)

)
≤ max{x1, x2}. (8)
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Therefore, the relation (3) is proved in case n = 2, x ∈ I, p ∈ P2.
Next, it is not difficult to check the identity

Jn(p, x; f) :=
n∑
1

pif(xi)− f

(
n∑
1

pixi

)
= (1− pn)

(
n−1∑

1

p′if(xi)− f

(
n−1∑

1

p′ixi

))

+ [(1− pn)f(T ) + pnf(xn)− f((1− pn)T + pnxn)],

where

T :=
n−1∑

1

p′ixi; p′i := pi/(1− pn), i = 1, 2, . . . , n− 1;
n−1∑

1

p′i = 1.

Suppose firstly that φ(·) is increasing on I.
In this case, by induction hypothesis and (8), we get

Jn(p, x; f) ≤ φ(max{x1, x2, . . . xn−1})(1− pn)

(
n−1∑

1

p′ig(xi)− g

(
n−1∑

1

p′ixi

))

+ φ(max{T, xn})
[
(1− pn)g(T ) + png(xn)− g((1− pn)T + pnxn)

]

≤ φ(max{x1, x2, . . . , xn})((1− pn)

(
n−1∑

1

p′ig(xi)− g

(
n−1∑

1

p′ixi

))

+ [(1− pn)g(T ) + png(xn)− g((1− pn)T + pnxn)])

= φ(max{x1, x2, . . . , xn})Jn(p, x; g).

Analogously,

Jn(p, x; f) ≥ φ(min{x1, x2, . . . , xn})Jn(p, x; g).

Since φ−1(·) is also monotone increasing on I, we finally get

min{x1, . . . , xn} ≤ φ−1

(
Jn(p, x; f)
Jn(p, x; g)

)
≤ max{x1, . . . , xn}.

If φ(·) is monotone decreasing on I, write φ(·) = 1/φ̃(·) where φ̃(t) = 1/φ(t)
is a monotone increasing function, and proceed as above.

Particularly interesting is further examination of the means of type (3). Here
is an instructive example.

Consider the triple f(t) = ts/s(s−1), g(t) = tr/r(r−1), φ(t) = ts−r; t ∈ R+,
s, r ∈ R/{0, 1}, s 6= r.
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According to Theorem B, the expression

Wr,s(p, x) :=

(
r(r − 1)(

∑n
1 pix

s
i − (

∑n
1 pixi)s)

s(s− 1)
(∑n

1 pixr
i − (

∑n
1 pixi)r)

) 1
s−r

,

n ≥ 2, rs(r − 1)(s− 1)(s− r) 6= 0,

represents a mean value of positive numbers x1, . . . , xn for any p ∈ Pn.
By an appropriate limit process, this class of means can be continuously

extended to the whole r, s plane. In this fashion we get

Definition 2. The means Wr,s(p, x) are defined by the following

(a) Wr,s(p, x) :=
(

r(r − 1)(
∑

pix
s
i − (

∑
pixi)s)

s(s− 1)(
∑

pixr
i − (

∑
pixi)r)

)1/(s−r)

,

where rs(r − 1)(s− 1)(r − s) 6= 0;

(b) Ws,s(p, x) = exp
(∑

pix
s
i log xi − (

∑
pixi)s log(

∑
pixi)∑

pixs
i − (

∑
pixi)s

− 1
s
− 1

s− 1

)
,

where s(s− 1) 6=0;

(c) W0,s(p, x) =
( ∑

pix
s
i − (

∑
pixi)s

s(s− 1)(log(
∑

pixi)−
∑

pi log xi)

)1/s

,

where s(s− 1) 6= 0;

(d) W1,s(p, x) =
( ∑

pix
s
i − (

∑
pixi)s

s(s− 1)(
∑

pixi log xi − (
∑

pixi) log(
∑

pixi))

)1/(s−1)

,

where s(s− 1) 6= 0;

(e) W0,1(p, x) =
∑

pixi log xi − (
∑

pixi) log(
∑

pixi)
log(

∑
pixi)−

∑
pi log xi

,

(f) W0,0(p, x) = exp
(

log2(
∑

pixi)−
∑

pi log2 xi

2(log(
∑

pixi)−
∑

pi log xi)
+ 1

)
,

(g) W1,1(p, x) = exp
( ∑

pixi log2 xi − (
∑

pixi) log2(
∑

pixi)
2(

∑
pixi log xi − (

∑
pixi) log(

∑
pixi))

− 1
)

.

Since Ws,r(p, x) = Wr,s(p, x), by the above the class of means Wr,s(p, x) is
well defined for each r, s ∈ R.

Also, we obtain a whole variety of multi-variable mean values deserving fur-
ther examination (see [10]).
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2. Applications

Bounding a Jensen functional with another one, which is the content of The-
orem B, can be used in many parts of analysis, numerical analysis, probability,
etc. We are restricted here to some examples from information theory.

Let

Ωn =
{

p = {pi}n
1

∣∣∣ pi > 0,

n∑
1

pi = 1
}

, n ≥ 2,

be the set of finite discrete probability distributions.

2.1. One of the most general probability measures which is of importance in
information theory is the famous Csiszár’s f -divergence Cf (p‖q) ([7]), defined
by

Definition 3. For a convex function f : (0,∞) → R, the f -divergence measure
is given by

Cf (p‖q) :=
∑

qif(pi/qi),

where p, q ∈ Ωn.

By Jensen’s inequality for convex functions it follows that

Cf (p‖q) ≥ f(1),

with equality iff p = q in the case of strict convexity of f .
The distribution p represents here data or observations, while q typically

represents a model or an approximation of p.
Some important information measures are just particular cases of the Csiszár’s

f -divergence.
For example,

(a) taking f(x) = −x1/2, we obtain the negative value of Bhattacharya con-
stant([6]) defined by

B = B(p‖q) :=
∑√

piqi ;

(b) for f(x) = x log x, we obtain the Kullback–Leibler divergence ([5]) de-
fined by

K(p‖q) :=
∑

pi log(pi/qi);

(c) for f(x) = (
√

x− 1)2, we obtain the Hellinger distance

H2(p, q) :=
∑

(
√

pi −
√

qi)
2;
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(d) if we choose f(x) = (x− 1)2, then we get the χ2-distance

χ2(p, q) :=
∑

(pi − qi)2/qi.

We quote now inequalities between those measures which are already known in
the literature.

χ2(p, q) ≥ H2(p, q); K(p‖q) ≥ H2(p, q); K(p‖q) ≤ log(1 + χ2(p, q)). (∗)

In particular, K(p‖q) ≤ χ2(p, q).

2.2. The generalized measure Ks(p‖q), known as the relative divergence of type
s ([8], [9]), is defined by

Ks(p‖q) :=





(
∑

ps
i q

1−s
i − 1)/s(s− 1), s ∈ R/{0, 1};

K(q‖p), s = 0;

K(p‖q), s = 1.

It include the Hellinger and χ2 distances as particular cases.
Indeed,

K1/2(p‖q) = 4
(
1−

∑√
piqi

)
= 2

∑
(pi + qi − 2

√
piqi ) = 2H2(p, q);

K2(p‖q) =
1
2

( ∑ p2
i

qi
− 1

)
=

1
2

∑ (pi − qi)2

qi
=

1
2
χ2(p, q).

Now, we are enabled to formulate two theorems related to the bounds of
Csiszár’s f -divergence.

Theorem C. Let f, g : (0,∞) → R be twice continuously differentiable

strictly convex functions and assume that f ′′/g′′ is invertible. Then the inequality

min
{

p

q

}
≤

(
f ′′

g′′

)−1 (
Cf (p‖q)− f(1)
Cg(p‖q)− g(1)

)
≤ max

{
p

q

}
,

holds for each p, q ∈ Ωn.

Proof. Noting that for p, q ∈ Ωn,

Jn

(
q,

p

q
; f

)
=

n∑
1

qif

(
pi

qi

)
− f

(
n∑
1

qi
pi

qi

)
= Cf (p‖q)− f(1),

the proof follows applying Theorem B. ¤
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A similar assertion related to the relative divergence of type s is the next

Theorem D. For each r, s ∈ R, r 6= s; p, q ∈ Ωn, we have

min
{

p

q

}
≤

(
Ks(p‖q)
Kr(p‖q)

) 1
s−r

≤ max
{

p

q

}
.

Proof. Consider the function fs(t) defined to be

fs(t) =





(ts − st + s− 1)/s(s− 1), s(s− 1) 6= 0;

t− log t− 1, s = 0;

t log t− t + 1, s = 1.

Since

f ′s(t) =





ts−1 − 1
s− 1

, s(s− 1) 6= 0;

1− 1
t
, s = 0;

log t, s = 1,

and
f ′′s (t) = ts−2, s ∈ R, t > 0,

it follows that fs(t) is a twice continuously differentiable convex function for s ∈ R,
t ∈ R+.

Also, for p, q ∈ Ωn, we have

Jn(q, p
q ; fs)

Jn(q, p
q ; fr)

=
Ks(p‖q)
Kr(p‖q) ,

and φ(t) = f ′′s (t)/f ′′r (t) = ts−r, which is invertible for r 6= s.
Hence, applying Theorem B we obtain the desired result.
Theorems C and D give an opportunity for instant comparison of two prob-

ability measures connected with the Csiszár’s f -divergence. ¤

For example,

Theorem E. For p, q ∈ Ωn, we have

min
1≤i≤n

(qi/pi) ≤ K(q‖p)
K(p‖q) ≤ max

1≤i≤n
(qi/pi);

min
1≤i≤n

(qi/pi)3 ≤ χ2(q, p)
χ2(p, q)

≤ max
1≤i≤n

(qi/pi)3;
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2
(

min
1≤i≤n

(pi/qi)1/2
)
≤ K(p‖q)

H2(p, q)
≤ 2

(
max

1≤i≤n
(pi/qi)1/2

)
;

3 + log
(

min
1≤i≤n

pi/qi

)
≤ K(p‖q)− 2B2 log B

1−B2
≤ 3 + log

(
max

1≤i≤n
pi/qi

)
,

where the last assertion follows from Definition 2 part (b), taking s = 2, xi =√
qi/pi, i = 1, . . . , n.

Details are left to the reader.
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