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A degeneracy theorem for meromorphic mappings with few
hyperplanes and low truncation level of multiplicities

By TRAN VAN TAN (Hanoi)

Abstract. The purpose of this article is to give a theorem of the linear degen-

eration for meromorphic mappings of Cm into CP n with (2n + 2) hyperplanes and

multiplicities are truncated by (n + 1).

1. Introduction

In 1926, R. Nevanlinna [10] showed that for two nonconstant meromorphic
functions f and g on the complex plane C, if they have the same inverse images
for five distinct values, then f = g, and that g is a special type of a linear
fractional transformation of f if they have the same inverse images, counted with
multiplicities, for four distinct values. In 1975, H. Fujimoto [5] generalized
Nevalinna’s result to the case of meromorphic mappings of C into CPn. He
showed that for two linearly nondegenerate meromorphic mappings f and g of
C into CPn, if they have the same inverse images, counted with multiplicities
for (3n + 2) hyperplanes in CPn in general position, then f ≡ g, and there
exists a projective linear transformation L of CPn to itself such that g = L · f
if they have the same inverse images counted with multiplicities for (3n + 1)
hyperplanes in CPn in general position. Since that time, this problem has been
studied intensively by H. Fujimoto, W. Stoll, L. Smiley, S. Ji, Z. Tu,

G. Dethloff, T. V. Tan, D. D. Thai, S. D. Quang and others.
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Let f be a linearly nondegenerate meromorphic mapping of Cm into CPn

with reduced representation (f0 : · · · : fn). For each hyperplane H : a0w0 + · · ·+
anwn = 0 in CPn, we put (f, H) = a0f0 + · · · + anfn and denote by ν(f,H) the
map of Cm into N0 such that ν(f,H)(a) (a ∈ Cm ) is the intersection multiplicity
of the image of f and H at f(a).

Take q hyperplanes H1, . . . , Hq in CPn in general position, a linearly nonde-
generate meromorphic mapping f of C into CPn such that

dim
(
f−1(Hi) ∩ f−1(Hj)

) ≤ m− 2, for all 1 ≤ i < j ≤ q.

Let p be a positive integer. We consider the family F({Hj}q
j=1, f, p) of all linearly

nondegenerate meromorphic mappings g : Cm −→ CPn satisfying the conditions:

(a) min
{
ν(g,Hj), p

}
= min

{
ν(f,Hj), p

}
for all j ∈ {1, . . . , q},

(b) g = f on
⋃q

j=1 f−1(Hj).

The uniqueness problem of meromorphic mappings of Cm into CPn means that
we want to find conditions for q (the number of hyperplanes) and p (the value
at which multiplicities are truncated) such that the set F({Hj}q

j=1, f, p) contains
only one mapping (Uniqueness Theorem) or, more generally, we want to study the
cardinality of the set F({Hj}q

j=1, f, p) and find the relations among the mappings
of this set.

In 1983, L. Smiley [11] gave the following uniqueness theorem.

Theorem 1.1. If q ≥ 3n + 2 and p = 1, then g = f for any

g ∈ F({Hj}q
j=1, f, p).

In 1988, S. Ji [9] showed that

Theorem 1.2. Assume that q = 3n + 1 and p = 1. Then for three maps

g1, g2, g3 ∈ F({Hj}q
j=1, f, p), the map g1 × g2 × g3 : Cm −→ CPn × CPn × CPn

is algebraically degenerate, namely, {(g1(z), g2(z), g3(z)), z ∈ Cm} is included in

a proper algebraic subset of CPn × CPn × CPn.

In 2006, G. Dethloff and T. V. Tan [4] showed that the above result of
S. Ji remains valid if q ≥ [ 5(n+1)

2

]
, where we denote [x] := max{k ∈ Z : k ≤ x}

for a constant x.
For the case of fewer hyperplanes, in [3], [6]–[8], [13] the authors obtained

some other degeneracy theorems. We would like to emphasize here that in all
of them either multiplicities are not truncated or multiplicities are truncated by
a big positive integer. This point plays an essential role in their proofs. We
formulate the result of H. Fujimoto [7] in 1998 with the best truncation level
available at present.
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Theorem 1.3. Suppose that q ≥ 2n + 2, p = n(n+1)
2 + n and take arbitrary

n+2 mappings f0, . . . , fn+1 in F({Hj}q
j=1, f, p). Then, there are n+1 hyperplanes

Hj0 , . . . , Hjn
among H ′

js such that for each pair (i, k) with 0 ≤ i < k ≤ n, we

have that

(Hji
, f1)

(Hjk
, f1)

− (Hji , f
0)

(Hjk
, f0)

,
(Hji , f

2)
(Hjk

, f2)
− (Hji , f

0)
(Hjk

, f0)
, . . . ,

(Hji , f
n+1)

(Hjk
, fn+1)

− (Hji , f
0)

(Hjk
, f0)

are linearly dependent.

In this paper we will prove the following degeneracy theorem for the case where
multiplicities are truncated by a smaller number, namely (n + 1).

Theorem 1.4. Suppose that q ≥ 2n + 2 and p = n + 1, then for each

mapping g in F({Hj}q
j=1, f, p), there exist a constant α ∈ C and a pair (i, j) with

1 ≤ i < j ≤ q, such that
(Hi, f)
(Hj , f)

≡ α
(Hi, g)
(Hj , g)

.

Remark. a) As a corollary of Theorem 1.4, we get that the mapping f ×
g : Cm −→ CPn × CPn is linearly degenerate (with the algebraic structure in
CPn × CPn given by the Segre embedding into CPn2+2n).

b) By the Second Main Theorem and since g = f on
⋃q

j=1 f−1(Hj), it is easy
to see that in Theorem 1.4 if n ≥ 2 then α = 1. But this dose not hold if n = 1,
in fact, consider two holomorphic mappings f = (ez : 1), g = (1 : ez) of C into
CP 1 and four points a1 = (1 : 0), a2 = (0 : 1), a3 = (1 : 1), a4 = (1 : −1).

The idea of our proof is completely different from Fujimoto’s. The proof of
Fujimoto is based on using the Cartan auxiliary function. Our proof consists two
main ideas: First of all, we use the Second Main Theorem for estimating the
counting function of the set A := ∪2n+2

i=1 {z : ν(f,Hj)(z) 6= n or ν(g,Hj)(z) 6= n},
after that, we use Borel’s method. We would like to note that so far the versions
of Borel’s lemma are only for nowhere vanishing holomorphic functions (classical
version) and for meromorphic functions with very small zero and pole sets (the
version in [3] which is best available at present). When studying uniqueness
problem, so far, Borel’s method was only used for the case where multiplicities
are not truncated or truncated by a big constant. This comes from the fact that
if multiplicities are not truncated, we get immediately that the function (f,Hj)

(g,Hj)

is holomorphic nowhere vanishing and if multiplicities are truncated by a big
number, we estimate easily that the counting function of the set of all zero and
pole points of the meromorphic function (f,Hj)

(g,Hj)
is small. Our new idea in this

paper is to use Borel’s method for the case where multiplicities are truncated by
a small number.
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2. Preliminaries

We set ‖z‖ =
(|z1|2 + · · ·+ |zm|2

)1/2 for z = (z1, . . . , zm) ∈ Cm and define

B(r) := {z ∈ Cm : ‖z‖ < r}, S(r) := {z ∈ Cm : ‖z‖ = r} for all 0 < r < ∞.

Define dc :=
√−1
4π (∂ − ∂), υ := (ddc‖z‖2)m−1 and σ := dc log ‖z‖2∧

(ddc log ‖z‖2)m−1.
Let F be a nonzero holomorphic function on Cm. For each a ∈ Cm, expanding

F as F =
∑

Pi(z − a) with homogeneous polynomials Pi of degree i around a,
we define

νF (a) := min{i : Pi 6≡ 0}.
Let ϕ be a nonzero meromorphic function on Cm. We define the divisor νϕ as
follows: For each z ∈ Cm, we choose nonzero holomorphic functions F and G on
a neighborhood U of z such that ϕ = F

G on U and dim
(
F−1(0)∩G−1(0)

) ≤ m−2
and then we put νϕ(z) := νF (z).

Let ν be a divisor in Cm and k, M be positive integers or +∞. Set |ν| :=
{z : ν(z) 6= 0} and

≤Mν[k](z) = 0 if ν(z) > M and ≤Mν[k](z) = min{ν(z), k} if ν(z) ≤ M

>Mν[k](z) = 0 if ν(z) ≤ M and >Mν[k](z) = min{ν(z), k} if ν(z) > M.

The counting function is defined by

≤MN [k](r, ν) :=
∫ r

1

≤Mn(t)
t2m−1

dt

and
>MN [k](r, ν) :=

∫ r

1

>Mn(t)
t2m−1

dt (1 ≤ r < +∞)

where

≤Mn(t) :=
∫

|ν|∩B(r)

≤Mν[k].υ for m ≥ 2, ≤Mn(t) :=
∑

|z|≤t

≤Mν[k](z) for m = 1

>Mn(t) :=
∫

|ν|∩B(r)

>Mν[k].υ for m ≥ 2, >Mn(t) :=
∑

|z|≤t

>Mν[k](z) for m = 1.

For a nonzero meromorphic function ϕ on Cm, we set

≤MN [k]
ϕ (r) := ≤MN [k](r, νϕ) and >MN [k]

ϕ (r) := >MN [k](r, νϕ).
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For brevity we will omit the character [k] (respectively ≤M ) in the counting func-
tion and in the divisor if k = +∞ (respectively M = +∞).

We have the following Jensen’s formula:

Nϕ(r)−N 1
ϕ
(r) =

∫

S(r)

log |ϕ|σ −
∫

S(1)

log |ϕ|σ.

Let f : Cm −→ CPn be a meromorphic mapping. For an arbitrary fixed
homogeneous coordinate system (w0 : · · · : wn) in CPn, we take a reduced repre-
sentation f = (f0 : · · · : fn), which means that each fi is a holomorphic function
on Cm and f(z) = (f0(z) : · · · : fn(z)) outside the analytic set {f0 = · · · = fn = 0}
of codimension > 2. Set ‖f‖ =

(|f0|2 + · · ·+ |fn|2
)1/2. The characteristic function

Tf (r) of f is defined by

Tf (r) :=
∫

S(r)

log ‖f‖σ −
∫

S(1)

log ‖f‖σ, 1 < r < +∞.

For a meromorphic function ϕ on Cm, the characteristic function Tϕ(r) of ϕ is
defined by considering ϕ as a meromorphic mapping of Cm into CP 1.

The proximity function m(r, ϕ) is defined by

m(r, ϕ) =
∫

S(r)

log+ |ϕ|σ,

where log+ x = max
{

log x, 0
}

for x > 0.
We state the First and Second Main Theorems in Value Distribution Theory:

First Main Theorem.

1) For a nonzero meromorphic function ϕ, on Cm we have

Tϕ(r) = N 1
ϕ
(r) + m(r, ϕ) + O(1).

2) Let f be a meromorphic mapping of Cm into CPn, and H be a hyperplane

in CPn such that (f,H) 6≡ 0. Then

N(f,H)(r) 6 Tf (r) + O(1) for all r > 1.

Second Main Theorem. Let f be a linearly nondegenerate meromorphic

mapping of Cm into CPn and H1, . . . , Hq (q > n + 1) hyperplanes in CPn in

general position. Then

(q − n− 1)Tf (r) 6
q∑

j=1

N
[n]
(f,Hj)

(r) + o
(
Tf (r)

)

for all r except for a subset E of (1, +∞) of finite Lebesgue measure.
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3. Proof of Theorem 1.4

In order to prove Theorem 1.4 we need the following lemma.
Let G be a torsion free abelian group and A = (x1, . . . , xq) be a q-tuple of

elements xi in G. Let 1 < s < r ≤ q. We say that A has the property Pr,s if
any r elements xp1 , . . . , xpr in A satisfy the condition that for any subset I ⊂
{p1, . . . , pr} with #I = s, there exists a subset J ⊂ {p1, . . . , pr}, J 6= I,#J = s

such that
∏

i∈I xi =
∏

j ∈ Jxj .

Lemma 3.1. If A has the property Pr,s, then there exists a subset

{i1, . . . , iq−r+2} of {1, . . . , q} such that xi1 = · · · = xiq−r+2 .

Proof. We refer to [6], Lemma 2.6. ¤

We now begin to prove Theorem 1.4.
We introduce an equivalence relation on A := {1, . . . , q} as follows: i ∼ j if and
only if

det




(f, Hi) (f,Hj)

(g,Hi) (g, Hj)


 ≡ 0.

Set {A1, . . . ,As} = A/ ∼. Since f 6≡ g and {Hj}q
j=1 are in general position,

we have that ]Ak ≤ n for all k ∈ {1, . . . , s}. Without loss of generality, we may
assume that Ak := {ik−1+1, . . . , ik} (k ∈ {1, . . . , s}) where 0 = i0 < · · · < is = q.
We define the map σ : {1, . . . , q} → {1, . . . , q} by

σ(i) =





i + n if i + n ≤ q,

i + n− q if i + n > q.

It is easy to see that σ is bijective and |σ(i)− i| ≥ n (note that q ≥ 2n + 2). This
implies that i and σ(i) belong two distinct sets among A′k s. This implies that

det




(f, Hi) (f, Hσ(i))

(g, Hi) (g, Hσ(i))


 6≡ 0.

Let i0 be an arbitrary fixed index, i0 ∈ {1, . . . , q}. Set

φ :=
(f,Hi0)

(f, Hσ(i0))
− (g, Hi0)

(g, Hσ(i0))
6≡ 0.
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Let z0 be an arbitrary zero point of (f, Hi0) (if there exist any), then we have that
z0 is also a zero point of φ with multiplicity ≥ min{ν(f,Hi0 )(z0), n + 1} (outside
an analytic set of codimension ≥ 2).
For any j ∈ {1, . . . , q}\{i0, σ(i0)}, since f = g on f−1(Hj) we have that a zero
point of (f, Hj) is also a zero point of φ (outside an analytic set of codimension
≥ 2).
On the other hand dim

(
f−1(Hi) ∩ f−1(Hj)

) ≤ m − 2 for all 1 ≤ i < j ≤ q.
Hence, we have

Nφ(r) ≥ N
[n+1]
(f,Hi0 )(r) +

q∑

j=1,j 6=i0,σ(i0)

N
[1]
(f,Hj)

(r). (3.1)

By the First Main Theorem we have

m

(
r,

(f, Hi0)
(f,Hσ(i0))

)
= T (f,Hi0

)

(f,Hσ(i0))

(r)−N (f,Hσ(i0))

(f,Hi0
)

(r) + O(1)

≤ Tf (r)−N(f,Hσ(i0))(r) + O(1).

Similarly,

m

(
r,

(g, Hi0)
(g,Hσ(i0))

)
≤ Tg(r)−N(g,Hσ(i0))(r) + O(1).

Hence, we have

m(r, φ) ≤ m

(
r,

(f,Hi0)
(f, Hσ(i0))

)
+ m

(
r,

(g, Hi0)
(g, Hσ(i0))

)
+ O(1)

≤ Tf (r) + Tg(r)−N(f,Hσ(i0))(r)−N(g,Hσ(i0))(r) + O(1). (3.2)

Set ν = max{ν(f,Hσ(i0)), ν(g,Hσ(i0))}.
Since min{ν(f,Hσ(i0)), n + 1} = min{ν(g,Hσ(i0)), n + 1}, we have

ν + ν
[n+1]
(f,Hσ(i0 ) − ν(f,Hσ(i0)) − ν(g,Hσ(i0)) ≤ 0. (3.3)

This implies that

N(f,Hσ(i0))(r) + N(g,Hσ(0))(r) ≥ N(r, ν) + N
[n+1]
(f,Hσ(i0))

(r).

Combining with (3.2) we have

m(r, φ) ≤ Tf (r) + Tg(r)−N(r, ν)−N
[n+1]
(f,Hσ(i0))

(r) + O(1).
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On the other hand, it is clear that

N(r, ν) ≥ N 1
φ
(r).

Hence, we get

m(r, φ) ≤ Tf (r) + Tg(r)−N 1
φ
(r)−N

[n+1]
(f,Hσ(i0))

(r) + O(1).

Then, by the First Main Theorem we have

Nφ(r) ≤ Tφ(r) + O(1) = m(r, φ) + N 1
φ
(r) + O(1)

≤ Tf (r) + Tg(r)−N
[n+1]
(f,Hσ(i0))

(r) + O(1). (3.4)

By (3.1) and (3.4) we have

N
[n+1]
(f,Hi0 )(r) +

q∑

j=1,j 6=i0,σ(i0)

N
[1]
(f,Hj)

(r) ≤ Tf (r) + Tg(r)−N
[n+1]
(f,Hσ(i0))

(r) + O(1).

This gives

q∑

j=1,j 6=i0,σ(i0)

N
[1]
(f,Hj)

(r)+ N
[n+1]
(f,Hi0 )(r)+ N

[n+1]
(f,Hσ(i0))

(r)≤Tf (r) + Tg(r) + O(1). (3.5)

for all i0 ∈ {1, . . . , q}.
Taking the sum of both sides of the inequality (3.5) over all i0 ∈ {1, . . . , q}, we
have

(q−2)
q∑

j=1

N
[1]
(f,Hj)

(r)+
q∑

i=1

(
N

[n+1]
(f,Hi)

(r)+N
[n+1]
(f,Hσ(i))

(r)
) ≤ q

(
Tf (r)+Tg(r)

)
+O(1).

This gives

(q − 2)
q∑

j=1

N
[1]
(f,Hj)

(r) + 2
q∑

i=1

N
[n+1]
(f,Hi)

(r) ≤ q
(
Tf (r) + Tg(r)

)
+ O(1),

(note that σ is bijective).
Similarly,

(q − 2)
q∑

j=1

N
[1]
(g,Hj)

(r) + 2
q∑

i=1

N
[n+1]
(g,Hi)

(r) ≤ q
(
Tf (r) + Tg(r)

)
+ O(1).
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Therefore, we get

(q − 2)
q∑

j=1

(
N

[1]
(f,Hj)

(r) + N
[1]
(g,Hj)

(r)
)

+ 2
q∑

i=1

(
N

[n+1]
(f,Hi)

(r) + N
[n+1]
(g,Hi)

(r)
)

≤ 2q
(
Tf (r) + Tg(r)

)
+ O(1). (3.6)

By the Second Main Theorem, we have

(q − n− 1)(Tf (r) + Tg(r)) ≤
q∑

j=1

(
N

[n]
(f,Hj)

(r) + N
[n]
(g,Hj)

(r)
)

+ o(Tf (r) + Tg(r)).

Hence, by (3.6) we get

(q − 2)
q∑

j=1

(
N

[1]
(f,Hj)

(r)− 1
n

N
[n]
(f,Hj)

(r)
)

+ (q − 2)
q∑

j=1

(
N

[1]
(g,Hj)

(r)− 1
n

N
[n]
(g,Hj)

(r)
)
g

+ 2
q∑

j=1

(
N

[n+1]
(f,Hj)

(r)−N
[n]
(f,Hj)

(r)
)

+ 2
q∑

j=1

(
N

[n+1]
(g,Hj)

(r)−N
[n]
(g,Hj)

(r)
)

≤ (q − 2)
q∑

j=1

(
N

[1]
(f,Hj)

(r) + N
[1]
(g,Hj)

(r)
)

+ 2
q∑

j=1

(
N

[n+1]
(f,Hj)

(r) + N
[n+1]
(g,Hj)

(r)
)

− (q − 2 + 2n)(q − n− 1)
n

(Tf (r) + Tg(r)) + o(Tf (r) + Tg(r))

(3.6)

≤
(

2q − (q − 2 + 2n)(q − n− 1)
n

)
(Tf (r) + Tg(r)) + o(Tf (r) + Tg(r))

≤ o(Tf (r) + Tg(r)) (note that q ≥ 2n + 2).

This implies that

q∑

j=1

(
N

[1]
(f,Hj)

(r)− 1
n

N
[n]
(f,Hj)

(r)
) ≤ o(Tf (r) + Tg(r)) and

q∑

j=1

(
N

[n+1]
(f,Hj)

(r)−N
[n]
(f,Hj)

(r)
) ≤ o(Tf (r) + Tg(r)),

q∑

j=1

(
N

[1]
(g,Hj)

(r)− 1
n

N
[n]
(g,Hj)

(r)
) ≤ o(Tf (r) + Tg(r)) and

q∑

j=1

(
N

[n+1]
(g,Hj)

(r)−N
[n]
(g,Hj)

(r)
) ≤ o(Tf (r) + Tg(r)).
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This implies that for all j ∈ {1, . . . , q}, we have

≤n−1N
[1]
(f,Hj)

(r) ≤ o(Tf (r) + Tg(r)) and >nN
[1]
(f,Hj)

(r) ≤ o(Tf (r) + Tg(r)),

≤n−1N
[1]
(g,Hj)

(r) ≤ o(Tf (r) + Tg(r)) and >nN
[1]
(g,Hj)

(r) ≤ o(Tf (r) + Tg(r)). (3.7)

Define functions

hj =
(f, Hj)
(g, ,Hj)

, j ∈ {1, . . . , q}.

We choose an arbitrary subset Q = {j1, . . . , j2n+2} of the index set A :=
{1, . . . , q}. Assume that Hj : aj0w0 + · · ·+ ajnwn = 0 (j ∈ {1, . . . , q}).
We have,

{
aj0f0 + · · ·+ ajnfn = hj(aj0g0 + · · ·+ ajngn)

j ∈ Q

⇒
{

ajs0f0 + · · ·+ ajsnfn − hjsajs0g0 − · · · − hjsajsngn = 0

1 ≤ s ≤ 2n + 2

Therefore

det(ajs0, . . . , ajsn, hjsajs0, . . . , hjsajsn, 1 ≤ s ≤ 2n + 2) ≡ 0.

For each I = {js0 , . . . , jsn} ⊂ Q, 1 ≤ s0 < · · · < sn ≤ 2n + 2, we define

AI = (−1)
n(n+1)

2 +s0+···+sn · det(ajsk
i, 0 ≤ k, i ≤ n) · det(ajs′

k
i, 0 ≤ k, i ≤ n)

where {s′0, . . . , s′n} = {1, . . . , 2n + 2} \ {s0, . . . , sn}, s′0 < · · · < s′n. We have
AI ∈ C∗. Set L := {I ⊂ Q, #I = n + 1}, then #L =

(
2n+2
n+1

)
. By the Laplace

expansion Theorem, we have ∑

I∈L
AIhI ≡ 0. (3.8)

where hI :=
∏
i∈I

hi.

We introduce an equivalence relation I ∼ J on L as follows: I ∼ J if and only
if hI

hJ
∈ C (then hI

hJ
∈ C∗ since hI 6≡ 0 for all I ∈ L). Set {L1, . . . , Ls} = L/ ∼(

s ≤ (
2n+2
n+1

))
.

For each k ∈ {1, . . . , s} we choose Ik ∈ Lk and define αk ∈ C by
∑

I∈Lk

AIhI = αkhIk
.
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Then (3.8) can be written as

s∑

k=1

αkhIk
≡ 0. (3.9)

Case 1. There exists some αk 6= 0.
Without loss of generality, we may assume that αi 6= 0 for all i ∈ {1, . . . , `}

and αk = 0 for all i ∈ {` + 1, . . . , s} (1 ≤ ` ≤ s).
Denote by P the set of all positive integers k ≤ ` such that there exist a subset
Pk ⊂ {1, . . . , `}, #Pk = k and nonzero constants ci (i ∈ Pk) with

∑

i∈Pk

cihIi ≡ 0.

It follows from (3.9) that P 6= ∅. Let t be the smallest integer in P. Without
loss of generality, we may assume that Pt = {1, . . . , t}. Then there exist nonzero
constants ci (1 ≤ i ≤ t) such that

t∑

i=1

cihIi ≡ 0. (3.10)

Since hIi

hIj
/∈ C and hIi 6≡ 0 for all 1 ≤ i 6= j ≤ t, we have t ≥ 3.

Without loss of generality, we may assume that

T c1hI1
c2hI2

(r) = max{T c1hI1
c2hI2

(r), T c2hI2
c3hI3

(r), T c3hI3
c1hI1

(r)} for all r ∈ R, (3.11)

where R is a subset of [1, +∞) with infinite Lebesgue measure.
We define a meromorphic mapping ϕ of Cm into CP t−2 by ϕ := (c1hI1 : · · · :
ct−1hIt−1). Since t = minP, we have that ϕ is linearly nondegenerate.
Since t ≥ 3 and by (3.11) we have

Tϕ(r)≥T c1hI1
c2hI2

(r)≥ 1
3
(
T c1hI1

c2hI2

(r)+ T c2hI2
c3hI3

(r) +T c3hI3
c1hI1

(r)
)

for all r∈R. (3.12)

It is easy to see that

((I1 ∪ I2)�(I1 ∩ I2)) ∩ ((I2 ∪ I3)�(I2 ∩ I3)) ∩ ((I3 ∪ I1)�(I3 ∩ I1)) = ∅.

So, X12 ∪X23 ∪X31 = {1, . . . , q}, where Xuv = {1, . . . , q}� ((Iu ∪ Jv)�(Iu ∩ Jv)).
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On the other hand, since f = g on
⋃q

j=1 f−1(Hj) and dim
(
f−1(Hi)∩f−1(Hj)

) ≤
m− 2 for all 0 ≤ i 6= j ≤ q we have

NhIu
hIv

−1
(r) ≥

∑

j∈Xuv

N
[1]
(f,Hj)

(r).

Hence, by the Second Main Theorem we have

NhI1
hI2

−1
(r) + NhI2

hI3
−1

(r) + NhI3
hI1

−1
(r) ≥

q∑

j=1

N
[1]
(f,Hj)

(r)

≥ q − n− 1
n

Tf (r)− o(Tf (r)). (3.13)

Similarly,

NhI1
hI2

−1
(r) + NhI2

hI3
−1

(r) + NhI3
hI1

−1
(r) ≥ q − n− 1

n
Tg(r)− o(Tg(r)). (3.14)

By (3.12), (3.13), (3.14) and by the First Main Theorem, we have

Tϕ(r) ≥ 1
3

(
T c1hI1

c2hI2

(r) + T c2hI2
c3hI3

(r) + T c3hI3
c1hI1

(r)
)

=
1
3

(
ThI1

hI2

(r) + ThI2
hI3

(r) + ThI3
hI1

(r)
)

+ O(1)

≥ 1
3

(
NhI1

hI2
−1

(r) + NhI2
hI3

−1
(r) + NhI3

hI1
−1

(r)
)

≥ q − n− 1
6n

(
Tf (r) + Tg(r)

)− o(Tf (r) + Tg(r))−O(1), r ∈ R. (3.15)

Since dim
(
f−1(Hi) ∩ f−1(Hj)

) ≤ m − 2, for all 1 ≤ i < j ≤ q, it is easy to see
that for each I ∈ L there exists an analytic subset S of Cm with codimension at
least 2 such that νhI = 0 = ν 1

hI

on
⋃q

j=1{z : ν(f,Hj) = n = ν(g,Hj)}�S.
Then by (3.7) we get

∑

I∈L
N

[1]
hI

(r) +
∑

I∈L
N

[1]
1

hI

(r) ≤ O

( q∑

j=1

(≤n−1N
[1]
(f,Hj)

(r) + >nN
[1]
(f,Hj)

(r)
)

+ O

( q∑

j=1

(≤n−1N
[1]
(g,Hj)

(r) + >nN
[1]
(g,Hj)

(r)
) ≤ o(Tf (r) + Tg(r)).
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Combining with (3.15) we have
∑

I∈L
NhI

(r) +
∑

I∈L
N 1

hI

(r) ≤ o
(
Tϕ(r)

)
, r ∈ R. (3.16)

Let (u1 : · · · : ut−1) be a reduced representation of ϕ. Set ut = cthItu1

c1hI1
.

By (3.10) we have
t∑

i=1

ui ≡ 0. (3.17)

It is easy to see that a zero of ui(i = 1, . . . , t) is a zero or a pole of some hIj

(j ∈ {1, . . . , t}). Thus
t∑

i=1

N [1]
ui

(r) ≤ t

t∑

i=1

(N [1]
hIi

(r) + N
[1]
1

hIi

(r)). (3.18)

By (3.17), (3.18) and by the Second Main Theorem we have

Tϕ(r) ≤
t−1∑

i=1

N [t−2]
ui

(r) + N
[t−2]
u1+···+ut−1

(r) + o(Tϕ(r))

(3.17)

≤
t∑

i=1

N [t−2]
ui

(r) ≤ (t− 2)
t∑

i=1

N [1]
ui

(r) + o(Tϕ(r))

≤ t(t− 2)
t∑

i=1

(N [1]
hIi

(r) + N
[1]
1

hIi

(r)) + o(Tϕ(r))

≤ t(t− 2)
∑

I∈L

(
NhI (r) + N 1

hI

(r)
)

+ o(Tϕ(r)).

Combining with (3.16) we have Tϕ(r) ≤ o(Tϕ(r)), r ∈ R. This is a contradiction.

Case 2. αk 6= 0 for all k ∈ {1, . . . , s}. Then
∑

I∈Lk
AIhI ≡ 0 for all k ∈

{1, . . . , s}. On the other hand AIhI 6≡ 0. Hence, #Lk ≥ 2 for all k ∈ {1, . . . , s}.
So, for each I ∈ L there exists J ∈ L, J 6= I such that

hI

hJ
∈ C∗. (3.19)

Let M∗ be the abelian multiplication group of all nonzero meromorphic functions
on Cm. It is clear that the multiplication group G := M∗�C∗ is a torsion free
abelian group. We denote by [h] the class in G containing h ∈M∗.
By (3.19) we get that A := ([h1], . . . , [hq]) has the property P2n+2,n+1 . Then by
Lemma 3.1 there exist i, j ∈ {1, . . . , q}, i 6= j such that [hi] = [hj ]. This means
that there exists constant α 6= 0 such that (Hi,f)

(Hj ,f) ≡ α (Hi,g)
(Hj ,g) . This completes the

proof of Theorem 1.4. ¤
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