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#### Abstract

In this paper we prove that the shifted Euler polynomial $E_{n}(x)+b$ $(n \geq 7)$ has always three simple zeros for arbitrary non-zero complex number $b$.


## 1. Introduction

The investigation of integer and rational solutions of polynomial equations in two unknowns plays a central role in the theory of diophantine equations. The so-called superelliptic equations constitute a very important class of equations from the point of view of applications. These equations are of the form

$$
\begin{equation*}
f(x)=d y^{n} \tag{1}
\end{equation*}
$$

where $f(x)$ is a polynomial with integral coefficients, $d \neq 0$ and $n \geq 2$ are given integers and $x, y$ are unknown integers. If $n=2$ then equation (1) is called hyperelliptic equation. After the results of Mordell, Siegel and others, in 1964 LeVeque [4] gave a finiteness criteria for the number of solutions of equation (1). His result is ineffective in the sense that the proof does not provide any algorithm to find the solutions. In 1969 A. BAKER [1] gave effective estimates for linear forms in logarithms of algebraic numbers. Using his estimates Baker was the first to give an effective upper bound for the size of the solutions of equation (1) in

[^0]the case when the polynomial $f(x)$ has at least three simple zeros. Later, this result was generalized by Brindza, who also gave an effective version of LeVeque's result. The theorem of Brindza [3] is the following:

Theorem (Brindza (1984)). Let

$$
f(x)=a_{0} x^{N}+\cdots+a_{N}=a_{0} \prod_{i=1}^{m}\left(x-\alpha_{i}\right)^{r_{i}}
$$

be a polynomial in $\mathbb{Z}[x]$ with $a_{0} \neq 0$ and $\alpha_{i} \neq \alpha_{j}$ for $i \neq j$. Further, let $d \neq 0$, $n>1$ be integers and $q_{i}=n /\left(n, r_{i}\right), i=1,2, \ldots, m$. Suppose that $\left(q_{1}, q_{2}, \ldots, q_{m}\right)$ is not a permutation of $(q, 1, \ldots, 1)$ or $(2,2,1, \ldots, 1)$, where $q \geq 1$. Then the superelliptic equation

$$
f(x)=d y^{n} \quad \text { in } x, y \in \mathbb{Z}
$$

has only finitely many solutions and all these can be effectively determined.
An easy consequence of this result is that the hyperelliptic equation $f(x)=$ $d y^{2}$ has only finitely many effectively computable integer solutions $x, y$ provided that the polynomial $f(x)$ has at least three zeros with odd multiplicities.

In this paper we investigate the simple zeros of the shifted Euler polynomial $E_{n}(x)+b$, where $b \in \mathbb{C}$ and the $n$-th Euler polynomial $E_{n}(x)$ is defined by the following generating series:

$$
\sum_{n=0}^{\infty} E_{n}(x) \frac{t^{n}}{n!}=\frac{2 e^{t x}}{\left(e^{t}+1\right)}
$$

The Euler polynomials are closely connected with the alternating sums of powers of consecutive integers. More precisely, the alternating power sums $T_{k}(n)=$ $\sum_{r=0}^{n}(-1)^{r} r^{k}=-1^{k}+2^{k}-3^{k}+\cdots+(-1)^{n} n^{k}$ can be expressed in the following way:

$$
T_{k}(n)=\frac{E_{k}(0)+(-1)^{n} E_{k}(n+1)}{2}, \quad k \in \mathbb{N} .
$$

Theorem 1. Let $n \geq 7$ be an integer and $b \in \mathbb{C}$. Then the shifted Euler polynomial $E_{n}(x)+b$ has at least three simple zeros.

We remark that $E_{6}(x)-1=\left(x^{2}-x-1\right)^{3}$. Combining our theorem with the result of Brindza we can deduce the next effective result.

Theorem 2. Let $F(x) \in \mathbb{Q}[x]$ be a polynomial with at least one root of odd multiplicity. Then the hyperelliptic equation

$$
\begin{equation*}
F\left(E_{n}(x)\right)=y^{2} \tag{2}
\end{equation*}
$$

has only finitely many integer solutions $x, y$ which can be effectively determined, provided that $n \geq 7$.

## 2. Auxiliary results

The Euler numbers $E_{n}$ may be defined by the generating function:

$$
\frac{2 e^{t / 2}}{e^{t}+1}=\sum_{n=0}^{\infty} \frac{E_{n}}{n!}\left(\frac{t}{2}\right)^{n}
$$

In the first lemma we list some properties of Euler polynomials which will be often used in the text, sometimes without special reference.

## Lemma 1.

(i) $E_{n}(x)=(-1)^{n} E_{n}(1-x)$;
(ii) $E_{n}^{\prime}(x)=n E_{n-1}(x)$;
(iii) the rational roots of $E_{2 n}(x)$ are 0 and 1;
(iv) the only rational root of $E_{2 n-1}(x)$ is $\frac{1}{2}$;
(v) $E_{2 m}(x) \in \mathbb{Z}[x]$ and is monic;
(vi) $E_{n}(x)=\sum_{k=0}^{n}\binom{n}{k} \frac{E_{k}}{2^{k}}\left(x-\frac{1}{2}\right)^{n-k}$;
(vii) $E_{5}(x)$ is the only Euler polynomial with a multiple root.

Proof. See [2].
The first property is a symmetry property. The second shows that the Euler polynomials form an Appell sequence. The next two state that the Euler polynomials have no rational root other than 0,1 and $1 / 2$. From (v) we know that an Euler polynomial of degree even has integer coefficients. Finally, we can see that the Euler polynomials have only simple zeros and they can be written as polynomial in (x-1/2) as in (vi), where $E_{k} \in \mathbb{Z}$ is the Euler number, $E_{0}=1, E_{2}=-1$, $E_{4}=5, \ldots ; E_{2 m+1}=0, m \geq 0$. The Euler numbers have extensive application in combinatorial mathematics. Thus many mathematicians have investigated their arithmetic properties. Here we give some useful properties.

Lemma 2. For any $k \in \mathbb{N}$ and $q \in \mathbb{Z}^{+}$

$$
E_{k} \equiv \sum_{j=0}^{q-1}(-1)^{j}(2 j+1)^{k} \quad(\bmod q) \text { providing } q \nmid 2 .
$$

Proof. See e.g. [11].
Lemma 3. $(-1)^{m} E_{2 m}>2^{2 m+2}$ for $m \geq 4$.
Proof. See e.g. [2].

Lemma 4. The following inequalities are satisfied for arbitrary positive integer $k$.
(*) $2^{4 k} E_{4 k}\left(\frac{5}{2}\right)-E_{4 k}>0$,
$(* *) 2^{4 k} E_{4 k}(2)-E_{4 k}<0$.
Proof.

$$
\begin{align*}
2^{4 k} E_{4 k}\left(\frac{5}{2}\right)-E_{4 k} & =2^{4 k}\left(E_{4 k}\left(\frac{5}{2}\right)-E_{4 k}\left(\frac{1}{2}\right)\right) \\
& =2^{4 k}\left(E_{4 k}\left(\frac{5}{2}\right)+E_{4 k}\left(\frac{3}{2}\right)-E_{4 k}\left(\frac{3}{2}\right)-E_{4 k}\left(\frac{1}{2}\right)\right) \\
& =2^{4 k}\left(2\left(\frac{3}{2}\right)^{4 k}-2\left(\frac{1}{2}\right)^{4 k}\right)>0 \tag{*}
\end{align*}
$$

where in the last equality we use the well-known identity (see e.g. [2]): $E_{n}(x+1)+E_{n}(x)=2 x^{n}, n \geq 0$. Using $E_{4 k}(2)=2$ and Lemma 3 we get

$$
\begin{equation*}
2^{4 k} E_{4 k}(2)-E_{4 k}=2^{4 k+1}-E_{4 k}<2^{4 k+1}-2^{4 k+2}<0 \tag{**}
\end{equation*}
$$

The next lemma is a slightly modified version of a result of Brillhart [2].
Lemma 5. $E_{2 m}(x)+2 t$ has no multiple roots, $m \geq 1, t \in \mathbb{Z}$.
Proof. To prove the assertion one can repeat Brillhart's argument with a slight modification. However, for the convenience of the reader we give the full proof here.

We will show that the polynomials $E_{2 m}(x)+2 t$ and $E_{2 m}^{\prime}(x)$ are relatively prime. Using the properties of Euler polynomials we have

$$
\begin{equation*}
E_{2 m}(x)+2 t+x E_{2 m}^{\prime}(x)=\left(x\left(E_{2 m}(x)+2 t\right)\right)^{\prime} \equiv x^{2 m} \quad(\bmod 2) \tag{3}
\end{equation*}
$$

Let $d(x)$ be the integral coefficient greatest common divisor of $E_{2 m}(x)+2 t$ and $E_{2 m}^{\prime}(x)$, and let $d(x) \equiv d^{*}(x)(\bmod 2)$, where the coefficients of $d^{*}(x)$ are 0 or 1 . Then, since $d(x)$ divides the left side of $(3), d^{*}(x) \mid x^{2 m}$. But then $d^{*}(x)$ is a power of $x$ by uniqueness of factorization $(\bmod 2)$. Now $d^{*}(x) \mid E_{2 m}^{\prime}(x)(\bmod 2)$, and since $E_{2 m}^{\prime}(0) \equiv 1(\bmod 2), d^{*}(x)=1$. But $d(x)$ is monic, being a divisor of $E_{2 m}(x)+2 t$. Thus, $d(x)=1$.

A polynomial $F(x)$ with complex coefficients will be called non-degenerate if it has at least three zeros of odd multiplicities and degenerate otherwise.

For $n>1, L_{n}$ denotes the cardinality of the set of non-zero complex numbers $b$ for which the shifted Euler polynomial $E_{n}(x)+b$ is degenerate. In 2008 we proved [10] that there is at most one complex number for which the shifted Euler polynomial is degenerate.

Lemma 6 (Rakaczki (2008)). We have $L_{3}=L_{4}=2$. Further, if $n \geq 5$ is an odd positive integer then $L_{n}=0$ while in case when $n \geq 6$ is even then $L_{n} \leq 1$.

In the same paper we proved the following result.
Lemma 7. If $b$ is a non-zero complex number for which the polynomial $E_{2 m}(x)+b$ is of the form $g(x) f(x)^{2}$, where $g(x), f(x) \in \mathbb{C}[x]$ are monic, $\operatorname{deg}(g(x))=2$, then $g(x)=x^{2}-x+c$ for some complex number $c$. Further, $f(1-x)=(-1)^{m-1} f(x)$ for $m \geq 3$.

In 1913, S. Ramanujan [8], [9] asked whether there were other solutions to the diophantine equation

$$
x^{2}+7=2^{n}
$$

sometimes called the Ramanujan-Nagell equation, besides the known ones, namely, $n=3,4,5,7$, and 15 . These correspond to $x=1,3,5,11$, and 181. This problem was again posed by W. LJungaren [5] in 1943. It was first solved by T. Nagell [6], [7], who showed that the above mentioned are the only five solutions, thus establishing Ramanujan's question in the negative.

Lemma 8 (Nagell). All positive integer solutions $x$, $n$ of the equation
are

$$
\begin{equation*}
x^{2}+7=2^{n} \tag{4}
\end{equation*}
$$

$$
(n, x)=(3,1),(4,3),(5,5),(7,11) \text { and }(15,181)
$$

## 3. Proofs

Proof of Theorem 1. Since $\left(E_{n}(x)+b\right)^{\prime}=n E_{n-1}(x)$, the polynomial $E_{n}(x)+b(n \geq 7)$ may have zeros of multiplicity at most 2 by (vii). In case when $n$ is odd the assertion of our result follows from Lemma 6 . Now suppose that $n=2 m$ is even and there exists a complex number $b$ for which the shifted Euler polynomial of even degree does not have three simple zeros. Then there are two possibilities. The first one is that the shifted polynomial is a square polynomial, the second is that it is a square polynomial multiplied by a quadratic polynomial:
(a) $E_{2 m}(x)+b=F(x)^{2}$,
(b) $E_{2 m}(x)+b=G(x) F(x)^{2}$,
where $F(x), G(x) \in \mathbb{C}[x]$ and $\operatorname{deg}(G(x))=2$. It is not too hard to see that in both cases the greatest common divisor of the shifted polynomial $E_{2 m}(x)+b$ and its derivative is the polynomial $F(x)$ whose degree is $m$ or $m-1$. The following equations come from the euclidean algorithm:

$$
\begin{aligned}
& E_{2 m}(x)+b=(x-1 / 2) E_{2 m-1}(x)+s_{1}(x) \\
& E_{2 m-1}(x)=t_{1}(x) s_{1}(x)+s_{2}(x) \\
& s_{1}(x)=t_{2}(x) s_{2}(x)+s_{3}(x) \\
& \quad \vdots \\
& s_{k-3}(x)=t_{k-2}(x) s_{k-2}(x)+s_{k-1}(x) \\
& s_{k-2}(x)=t_{k-1}(x) s_{k-1}(x)+s_{k}(x) \\
& s_{k-1}(x)=t_{k}(x) s_{k}(x)+s_{k+1}(x)
\end{aligned}
$$

Take $b$ as a parameter. In $s_{1}(x) x^{0}$ is the largest power whose coefficient depends on the parameter $b$. Let $s_{k}(x)$ be the first polynomial whose the leading coefficient depends on $b$. It follows from the algorithm that the coefficients of the polynomials $t_{1}(x), t_{2}(x), \ldots, t_{k-1}(x)$ do not depend on the parameter $b$. Indeed, if the coefficients of $t_{1}(x)$ depend on $b$ then one of the coefficients of $E_{2 m-1}(x)$ also depends on $b$ which is not possible. Suppose that we have already proved that the polynomials $t_{1}(x), t_{2}(x), \ldots, t_{i-1}(x)$ do not depend on $b$ for some $i \in\{2, \ldots, k-1\}$. Let $t_{i}$ and $s_{i}$ denote the degrees of polynomials $t_{i}(x)$ and $s_{i}(x)$, respectively. Then in $s_{1}(x), x^{0}$, in $s_{2}(x), x^{t_{1}}$, in $s_{i}(x), x^{t_{1}+\cdots+t_{i-1}}$ is the largest power whose coefficient depends on the parameter $b$. Assume that $t_{i}(x)$ depends on $b$. Since $s_{i+1}<s_{i}$ by the euclidean algorithm we get that the coefficient of $x^{s_{i}+j}$ depends on $b$ in $s_{i-1}(x)$. Here $j$ denotes the largest exponent for which the coefficient of the power $x^{j}$ depends on $b$ in $t_{i}(x)$. But in $s_{i-1}(x), x^{t_{1}+\cdots+t_{i-2}}$ is the largest power which depends on $b$. We get from the above that

$$
t_{1}+\cdots+t_{i-2} \geq s_{i}+j \geq s_{i} \geq s_{k-1}
$$

Since the leading coefficient of $s_{k-1}(x)$ does not depend on $b$, it is obvious that $s_{k-1} \geq \operatorname{deg}\left(\operatorname{gcd}\left(E_{2 m}(x)+b, E_{2 m-1}(x)\right)\right) \geq m-1$.

Comparing the degrees of polynomials of the algorithm we obtain that

$$
2 m=1+\sum_{j=1}^{i-2} t_{j}+s_{i-2} \geq 1+s_{i}+s_{i-2} \geq 3+2 s_{i} \geq 3+2(m-1)=2 m+1
$$

This contradiction shows that $t_{i}(x)$ does not depend on $b$ for $i=1,2, \ldots, k-1$. Hence we have that every coefficient of the polynomials $s_{1}(x), \ldots, s_{k}(x)$ is of the form $u+v b$, where $u, v$ are rational numbers, and

$$
s_{k}=t_{1}+\cdots+t_{k-1}
$$

In case $s_{k}(x) \equiv 0$ we have that all coefficients $u+v b$ of $s_{k}(x)$ are zero. This means that $b$ must be a rational number.

$$
\text { If } s_{k}(x) \not \equiv 0 \text { then }
$$

$$
\begin{equation*}
2 m=1+t_{1}+\cdots+t_{k-1}+t_{k}+s_{k} \geq 2+2 s_{k}, \text { that is } m-1 \geq s_{k} \tag{5}
\end{equation*}
$$

From (5) we obtain that $s_{k}=m-1$ and $s_{k+1}(x)$ must be identically zero polynomial for some parameter $b$ since otherwise the degree of the greatest common divisor would be less than $m-1$. Comparing again the degrees of polynomials of the euclidean algorithm we can deduce that

$$
\begin{equation*}
2 m=1+t_{1}+\cdots+t_{k-1}+s_{k-1}=1+s_{k}+s_{k-1}=1+(m-1)+s_{k-1} \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{k-1}=t_{k} s_{k} \tag{7}
\end{equation*}
$$

It follows from (6) and (7) that $s_{k-1}=m, t_{k}=1$ and the coefficient of $x^{m-1}$ in $s_{k-1}(x)$ does not depend on $b$ because otherwise $t_{1}+\cdots+t_{k-2}=m-1=s_{k}=$ $t_{1}+\cdots+t_{k-1}$. Thus we get that

$$
s_{k-1}(x)=u_{m} x^{m}+u_{m-1} x^{m-1}+\sum_{i=0}^{m-2}\left(u_{i}+v_{i} b\right) x^{i}
$$

and

$$
s_{k}(x)=\sum_{j=0}^{m-1}\left(U_{j}+V_{j} b\right) x^{j}
$$

where $u_{m} \neq 0, u_{m-1}, u_{i}, v_{i}, U_{j}, V_{j}$ are rational numbers for $i=0, \ldots, m-2$, $j=0, \ldots, m-1$. The remainder when $s_{k-1}(x)$ is divided by $s_{k}(x)$ is of the from

$$
s_{k+1}(x)=\sum_{i=0}^{m-2} \frac{h_{i}(b)}{\left(U_{m-1}+V_{m-1} b\right)^{2}} x^{i}
$$

where $h_{i}(x) \in \mathbb{Q}[x]$ are not all identically zero polynomials of degree at most 3 for $i=0, \ldots, m-2$. If $s_{k+1}(x)$ is identically zero polynomial for some complex number $b$ then $b$ is a root of all polynomials $h_{i}(x), i=0, \ldots, m-2$. But if $b$ is
not rational then any algebraic conjugate of $b$ is also a root of polynomials $h_{i}(x)$. This means that in this case there are at least two complex numbers, $b$ and its algebraic conjugate, for which the shifted Euler polynomials have no three zeros with odd multiplicities. However, this is not possible by Lemma 6. Thus we get that $b$ must be rational.

From now we suppose that $b=\frac{p}{q}, p, q \neq 0 \in \mathbb{Z}, \operatorname{gcd}(p, q)=1$. From (v), (ii) of Lemma 1 we know that $E_{2 m}(x)=x^{2 m}+a_{2 m-1} x^{2 m-1}+\cdots+a_{1} x \in \mathbb{Z}[x]$ is a polynomial with integer coefficients and $E_{2 m}^{\prime}(x)=2 m E_{2 m-1}(x)$. Further, from (vi) we can see that the denominators of the coefficients of $E_{2 m-1}(x)$ are powers of two. If we write the integer $2 m$ as a product of a power of two $2^{t}$ and an odd integer $r\left(2 m=2^{t} r\right)$ then from the previous observation we obtain that $2^{t} E_{2 m-1}(x)=\sum_{i=0}^{2 m-1} c_{i} x^{i}$ is also a polynomial with integer coefficients. Since $E_{2 m}(x)+b$ has multiple roots the resultant of the polynomials $E_{2 m}(x)+b$ and $2^{t} E_{2 m-1}(x)$ is zero. This resultant is equal to the following determinant of order $4 m-1$ :

$$
\begin{aligned}
& \operatorname{Res}\left(E_{2 m}(x)+b, 2^{t} E_{2 m-1}(x)\right) \\
& \quad=\left|\begin{array}{ccccccccccc}
1 & a_{2 m-1} & a_{2 m-2} & \ldots & a_{2} & a_{1} & b & 0 & 0 & \ldots & 0 \\
0 & 1 & a_{2 m-1} & \ldots & a_{3} & a_{2} & a_{1} & b & 0 & \ldots & 0 \\
\vdots & & & & & & & & & \vdots & \\
0 & 0 & 0 & \ldots & 1 & a_{2 m-1} & a_{2 m-2} & a_{2 m-3} & \ldots & b \\
2^{t} & c_{2 m-2} & c_{2 m-3} & \ldots & c_{1} & c_{0} & 0 & 0 & \ldots & 0 \\
0 & 2^{t} & c_{2 m-2} & \ldots & c_{2} & c_{1} & c_{0} & 0 & \ldots & 0 \\
0 & 0 & 2^{t} & \ldots & c_{3} & c_{2} & c_{1} & c_{0} & \ldots & 0 \\
\vdots & & & & & & & & \vdots & \\
0 & 0 & 0 & \ldots & 0 & 2^{t} & c_{2 m-2} & c_{2 m-3} & \ldots & c_{0}
\end{array}\right| .
\end{aligned}
$$

The above determinant is a polynomial in $b$ with integer coefficients of degree $2 m-1$ and leading coefficient $2^{2 t m}$. Since the rational number $b$ is a root of this polynomial, the denominator $q$ of $b$ satisfies

$$
\begin{equation*}
q \mid 2^{2 t m} \tag{8}
\end{equation*}
$$

that is $q$ is a power of two.
After this we turn to the investigation of case (a). We have that $E_{2 m}(x)+b$ is a square polynomial. We can assume that

$$
\begin{equation*}
q E_{2 m}(x)+p=f(x)^{2}=b_{2 m} x^{2 m}+\cdots+b_{1} x+b_{0} \tag{9}
\end{equation*}
$$

is a square of a primitive polynomial $f(x)=d_{m} x^{m}+\cdots+d_{1} x+d_{0}$. The polynomial $f(x) \in \mathbb{Z}[x]$ is called primitive if the greatest common divisor of its coefficients is 1 . The Euler polynomial $E_{2 m}(x)$ can be given explicitly about the origin as

$$
\begin{equation*}
E_{2 m}(x)=\sum_{k=0}^{2 m}\binom{2 m}{k} E_{k}(0) x^{2 m-k} \tag{10}
\end{equation*}
$$

Using the fact that 0 is a root of any Euler polynomial of degree even (cf. (iii)) we can deduce from (9) and (10) that

$$
0=b_{2 i}=d_{i}^{2}+2 d_{2 i} d_{0}+\cdots+2 d_{i+1} d_{i-1}, \quad m-1 \geq i \geq 1
$$

hence we get that $d_{1}, d_{2}, \ldots, d_{m-1}$ are even integers. If $q=1$ then $d_{m}= \pm 1$. Further, from the above and Lemma 5 we have that $p \equiv d_{0} \equiv 1(\bmod 2)$,

$$
f(1)=d_{m}+d_{m-1}+\cdots+d_{0} \equiv d_{m}+d_{0} \equiv 0 \quad(\bmod 2)
$$

and

$$
(f(1))^{2}=E_{2 m}(1)+p=p \equiv 1 \quad(\bmod 2)
$$

which is a contradiction. This means that $q>1$.
Next we study the case when $q$ is not 1 . It is obvious from (9) that $q=2^{k}$ is a power of two with even exponent $k$. Since $p$ and $q$ are coprime we know that $p$ is an odd integer. From the fact that an Euler polynomial of degree even is a polynomial with integer coefficient we obtain from (9) that

$$
2^{k} \mid b_{2 m}, b_{2 m-1}, \ldots, b_{1} .
$$

Since $p=d_{0}^{2} \equiv 1(\bmod 2)$ and $2^{k} \mid b_{1}=2 d_{0} d_{1}$ one can see that $2^{k-1} \mid d_{1}$. Suppose that we have shown that

$$
2^{k-1} \mid d_{1}, \ldots, d_{i} \quad \text { for some } i \in\{1,2, \ldots, m-1\}
$$

From the observation that

$$
b_{i+1}= \begin{cases}2 d_{i+1} d_{0}+2 d_{i} d_{1}+\cdots+2 d_{\frac{i+2}{2}} d_{\frac{i}{2}}, & \text { if } i \text { even }  \tag{11}\\ 2 d_{i+1} d_{0}+2 d_{i} d_{1}+\cdots+2 d_{\frac{i+3}{2}} d_{\frac{i-1}{2}}+d_{\frac{i+1}{2}}^{2}, & \text { if } i \text { odd }\end{cases}
$$

we can deduce that $2^{k-1} \mid d_{i+1}$ too. But $d_{m}= \pm \sqrt{q}= \pm 2^{k / 2}$, thus $k \leq 2$.

After this we have to investigate only one remaining case, namely when $q=4$ and $p$ is odd. Substitute $x=0,2$ and 3 into the equality

$$
4 E_{2 m}(x)+p=f(x)^{2}
$$

and use that $E_{2 m}(2)=2$ and $E_{2 m}(3)=2\left(2^{2 m}-1\right)$. We can infer that $p=f(0)^{2}$ is a square, $8+f(0)^{2}=f(2)^{2}$ and $8\left(2^{2 m}-1\right)+p=f(3)^{2}$. From the last two equations we have that $p=f(0)^{2}=1$ and

$$
\begin{equation*}
2^{2 m+3}=f(3)^{2}+7 \tag{12}
\end{equation*}
$$

Applying now Lemma 8 to equation (12) one can compute that $n=2 m \leq 12$. In the cases $2 m=6,8,10$ and 12 we can check directly that $4 E_{2 m}(x)+p$ is not a square polynomial.

Next consider the case (b). We would like to prove that if $b=p / q$ is a rational number, where $q>0, p \in \mathbb{Z},(p, q)=1$, then the shifted Euler polynomial $E_{2 m}(x)+b$ is not of the form

$$
\begin{equation*}
E_{2 m}(x)+b=G(x) F(x)^{2} \tag{b}
\end{equation*}
$$

Assume that (b) is true for some monic polynomials $G(x), F(x) \in \mathbb{C}[x]$. Since $b$ is rational we have that $G(x), F(x) \in \mathbb{Q}[x]$. Further, we know from Lemma 7 that $G(x)=x^{2}-x+u / v$, where $v>0, u \in \mathbb{Z},(u, v)=1$, and if $m$ is even then $F(1 / 2)=0$ so in this case $b=-E_{2 m}(1 / 2)=-E_{2 m} / 2^{2 m}$. If $m$ is odd then we have $q \mid 2^{2 m}$ by (8). Thus, $q=2^{k}$ for $0 \leq k \leq 2 m$.

Every polynomial with rational coefficients can be written uniquely as a product of a rational number and a primitive polynomial. Hence we can assume that

$$
\begin{equation*}
2^{k} E_{2 m}(x)+p=\left(v x^{2}-v x+u\right) f(x)^{2}=\left(v x^{2}-v x+u\right) \sum_{i=0}^{2 m-2} b_{i} x^{i} \tag{13}
\end{equation*}
$$

where $f(x)=a_{m-1} x^{m-1}+\cdots+a_{1} x+a_{0} \in \mathbb{Z}[x]$ is a primitive polynomial. Let $c_{i}$ denote the coefficient of the power $x^{i}$ on the right side. Then

$$
c_{i}= \begin{cases}v b_{2 m-2}, & \text { if } i=2 m  \tag{14}\\ -v b_{2 m-2}+v b_{2 m-3}, & \text { if } i=2 m-1 \\ u b_{i}-v b_{i-1}+v b_{i-2}, & \text { if } 2 \leq i \leq 2 m-2 \\ u b_{1}-v b_{0}, & \text { if } i=1 \\ u b_{0}, & \text { if } i=0 .\end{cases}
$$

From (13) we get that $2^{k}=v b_{2 m-2}$ and so $v \mid 2^{k}$. It is easy to see that $2^{k}$ divides all coefficients on the left side of (13) except the constant term. This means that

$$
2^{k} \mid c_{1}, c_{2}, \ldots, c_{2 m}
$$

hence $v \mid\left(u b_{i}-v b_{i-1}+v b_{i-2}\right)$ for $i=2, \ldots, 2 m-2$ and $v \mid\left(u b_{1}-v b_{0}\right)$. That is,

$$
\begin{equation*}
v \mid b_{1}, \ldots, b_{2 m-2} \tag{15}
\end{equation*}
$$

Suppose that we have inductively proved that

$$
\begin{equation*}
v^{j} \mid b_{2 j-1}, b_{2 j} \ldots, b_{2 m-2} \quad \text { for some } j \in\{1,2, \ldots, m-2\} \tag{16}
\end{equation*}
$$

Since $2^{k}=v b_{2 m-2}$ and $v^{j} \mid b_{2 m-2}$ we obtain that $v^{j+1} \mid 2^{k}$. But we know that $2^{k} \mid c_{i}=u b_{i}-v b_{i-1}+v b_{i-2}$ when $2 \leq i \leq 2 m-2$, hence using (16) we can deduce that

$$
v^{j+1} \mid b_{2 j+1}, b_{2 j+2}, \ldots, b_{2 m-2}
$$

and so $v^{m-1} \mid b_{2 m-2}$. From $2^{k}=v b_{2 m-2}$ we get that $v^{m} \mid 2^{k}$. As $v>0$ and $k \leq 2 m$ it is obvious that $v \in\{1,2,4\}$. It follows from the above that we have to investigate the next three remaining cases:
(b1) $v=1$ and $0 \leq k \leq 2 m$,
(b2) $v=2$ and $m \leq k \leq 2 m$,
(b3) $v=4$ and $k=2 m$.
Case (b1): First assume that $v=1$ and $1 \leq k$. Applying (14) and (13) we can infer that

$$
2 \mid b_{2 m-2}, b_{2 m-3}, \ldots, b_{1}, b_{0}
$$

But this contradicts our observation that $f(x)^{2}$ is a primitive polynomial, that is the greatest common divisor of its coefficients is 1 . Now suppose that $v=1$ and $k=0$. Then $p$ is odd by Lemma 5 . Now we can write equation (13) in the form

$$
\begin{align*}
E_{2 m}(x)+p & =\left(x^{2}-x+u\right)\left(x^{m-1}+a_{m-2} x^{m-2}+\cdots+a_{1} x+a_{0}\right)^{2} \\
& =\left(x^{2}-x+u\right) \sum_{i=0}^{2 m-2} b_{i} x^{i} \tag{17}
\end{align*}
$$

Denote by $i$ the greatest index for which $a_{i}$ is even. It is trivial that $i \leq m-2$. One can observe from (17) that

$$
\begin{align*}
b_{2 j} & =a_{j}^{2}+2 a_{2 j} a_{0}+2 a_{2 j-1} a_{1}+\cdots+2 a_{j+1} a_{j-1}, \\
b_{2 j+1} & =2 a_{2 j+1} a_{0}+2 a_{2 j} a_{1}+\cdots+2 a_{j+1} a_{j}, \tag{18}
\end{align*}
$$

and so $b_{2 i} \equiv 0(\bmod 2)$, as well as $b_{2 i+2} \equiv 1(\bmod 2)$. One can see from (10) and (iii) of Lemma 1 that the coefficient of the power $x^{2 i+2}$ is zero on the left side of (17). At the same time on the right side this coefficient is $u b_{2 i+2}-b_{2 i+1}+b_{2 i} \equiv$ $1-0+0 \equiv 1(\bmod 2)$ which is a contradiction. This means that

$$
a_{i} \equiv 1 \quad(\bmod 2), \quad i=0,1, \ldots, m-2 .
$$

If $u \equiv 1(\bmod 4)$, then the coefficient $u b_{6}-b_{5}+b_{4}$ of $x^{6}$ is congruent to $7+6+5 \equiv 2$ (mod 4) by (18) provided that $a_{6}$ exists, that is $2 m \geq 14$. But this contradicts the fact that this coefficient is zero on the left side of (17). In case when $u \equiv-1$ $(\bmod 4)$ we obtain that $u b_{4}-b_{3}+b_{2} \equiv-5+4+3 \equiv 2(\bmod 4)$, provided $2 m \geq 10$. This is again a contradiction. When $2 m<14$ we can easily check that only $E_{6}(x)-1$ is the form $\left(x^{2}-x+u\right) f(x)^{2}$. In this case $u=-1$ and $f(x)=x^{2}-x-1$.

Case (b2): Denote by $i$ the greatest index for which $a_{i}$ is odd. It is obvious that $i \leq m-2$ by (13). From (18) we know that $b_{2 i} \equiv 1(\bmod 2)$. If $i \geq 1$ then $2^{k}$ divides the coefficient of the power $x^{2 i}$ on the left side of (13). On the right side this coefficient is $u b_{2 i}-2 b_{2 i-1}+2 b_{2 i-2} \equiv 1(\bmod 2)$. This contradiction shows that $a_{m-1}, a_{m-2}, \ldots, a_{1}$ are even, while $a_{0}$ is odd. As $b_{1}=2 a_{1} a_{0}$ we have $4 \mid b_{1}$. Since $2^{k}$ divides the coefficient of $x$ on the left side of (13) we get that $2^{k} \mid u b_{1}-2 b_{0}$. But then $2 \mid b_{0}=a_{0}^{2}$ which is a contradiction.

Case (b3): Denote by $i$ the greatest index for which $a_{i}$ is odd. In this case, similar to case (b2), we have that $a_{m-1}, a_{m-2}, \ldots, a_{1}$ are even, while $a_{0}$ is odd. Now denote by $j$ the greatest index for which $a_{j} \equiv 2(\bmod 4)$. Such an index $j$ exists since otherwise $4 \mid a_{1}$ and so $8 \mid b_{1}=2 a_{1} a_{0}$. But $2^{2 m}$ divides the coefficient of $x$ on the left side of (13). On the right side the coefficient of $x$ is equal to $u b_{1}-4 b_{0} \equiv 4(\bmod 8)$. This is impossible. We proceed by studing the coefficient of the power $x^{2 j}$ on both sides of (13). On the left side $2^{2 m}$ divides this coefficient. On the right side this is equal to $u b_{2 j}-4 b_{2 j-1}+4 b_{2 j-2}$ which is congruent to 4 $(\bmod 8)$ if $j>1$ by (15) and (18). This contradiction shows that $j$ must be 1 . We know from Lemma 7 that $f(x)=(-1)^{m-1} f(1-x)$ for $m \geq 3$. This means for even $m$ that $1 / 2$ is a root of the polynomial $f(x)$, while for odd $m$ we have $f(x)=f(1-x)$ and so

$$
f(1)=a_{m-1}+a_{m-2}+\cdots+a_{1}+a_{0}=a_{0}=f(0)
$$

In case $m$ odd we have a simple contradiction: $2 \equiv a_{m-1}+a_{m-2}+\cdots+a_{1}=0$ $(\bmod 4)$. In case when $m=2 l$ is even we obtain that $p=-2^{4 l} E_{4 l}(1 / 2)=-E_{4 l}$
by (13). Thus we have to study the equality:

$$
\begin{equation*}
2^{4 l} E_{4 l}(x)-E_{4 l}=\left(4 x^{2}-4 x+u\right) f(x)^{2} \tag{19}
\end{equation*}
$$

We substitute $x=2$ and $x=5 / 2$ into (19). From Lemma 4 and (19) we infer that $8+u<0<15+u$, which yields $-15<u<-8$. Since $u$ is odd $u \in\{-9,-11,-13\}$. Inserting $x=3$ into (19) we obtain that $-2 \equiv u f(3)^{2}(\bmod 3)$ by Lemma 2. But this is a contradiction if $u=-9,-13$. In case when $u=-11$ put $x=11$ into (19). By Lemma 2 again $-E_{4 l} \equiv-\sum_{j=0}^{10}(-1)^{j}(2 j+1)^{4 l} \equiv 0(\bmod 11)$ which is impossible if $l \geq 1$.

Proof of Theorem 2. Let

$$
F(x)=a \prod_{i=1}^{t}\left(x-\alpha_{i}\right)^{k_{i}}
$$

be a non-square polynomial with rational coefficients. Since $F(x)$ is not a square we can assume that the exponent $k_{1}$ is odd. But in this case we obtain that the polynomial

$$
F\left(E_{n}(x)\right)=a \prod_{i=1}^{t}\left(E_{n}(x)-\alpha_{i}\right)^{k_{i}}
$$

has at least three zeros with odd multiplicities by Theorem 1. Applying the theorem of Brindza we find that there are only finitely many integer solutions $x$, $y$ of (2).
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