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#### Abstract

In this paper we consider those unimodular multiplicative functions $g_{1}, g_{2}$ under the conditions that $g_{1}(a n+b)-d g_{2}(c n)$ tends to zero in some sense. It follows from our results that the unimodular multiplicative functions $g_{1}, g_{2}$ satisfy the condition $g_{1}(a n+b)-d g_{2}(c n)=o(1)$ if and only if there are a real number $\tau$ and unimodular multiplicative functions $G_{1}, G_{2}$ such that $g_{1}(n)=n^{i \tau} G_{1}(n), g_{2}(n)=$ $n^{i \tau} G_{2}(n)$ and $G_{1}(a n+b)-d \frac{c^{i \tau}}{a^{i \tau}} G_{2}(c n)=0$ hold for all positive integers $n$.


## 1. Introduction and results

An arithmetic function $g(n) \not \equiv 0$ is said to be multiplicative if $(n, m)=1$ implies that

$$
g(n m)=g(n) g(m)
$$

and it is completely multiplicative if this relation holds for all positive integers $n$ and $m$. Let $\mathcal{M}$ and $\mathcal{M}^{*}$ denote the class of all complex-valued multiplicative and completely multiplicative functions, respectively. A function $g$ is said to be unimodular if $g$ satisfies the condition $|g(n)|=1$ for all positive integers $n$. In the following we shall denote by $\mathcal{M}(1)$ and $\mathcal{M}^{*}(1)$ the class of all unimodular functions $g \in \mathcal{M}$ and $g \in \mathcal{M}^{*}$, respectively.
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The classes $\mathcal{M}(1)$ and $\mathcal{M}^{*}(1)$ are very important subclasses in $\mathcal{M}$ and $\mathcal{M}^{*}$. For each real-valued additive function $f$ the function

$$
g(n)=e^{2 \pi i f(n)} \quad(n=1,2, \ldots)
$$

belongs to $\mathcal{M}(1)$, and so results for unimodular multiplicative functions can be used to obtain information about the distribution of additive functions.

The functions of the form

$$
g(n)=n^{s} \quad(n=1,2, \ldots)
$$

belong to $\mathcal{M}^{*}$ for all fixed complex numbers $s$. These functions play a similar exceptional role among multiplicative functions as the functions $U$ log among additive functions. This raises the question: Can one characterize the functions of the type $g(n)=n^{s}$ as multiplicative functions by imposing suitable regularity conditions on $g$ ? It turns out that this leads to problems that are much more difficult than those arising in the case of additive functions and to a large extent still unsolved.

More than 15 years ago I. KÁtai stated as a conjecture that if $g \in$ $\mathcal{M}(1)$ satisfies Erdős' regularity condition, i.e.

$$
\begin{equation*}
g(n+1)-g(n)=o(1) \quad \text { as } n \rightarrow \infty, \tag{1}
\end{equation*}
$$

then

$$
\begin{equation*}
g(n)=n^{i \tau} \quad(n=1,2, \ldots) \tag{2}
\end{equation*}
$$

for some real number $\tau$. This was proved by E. Wirsing in a letter to Kátai (September 3, 1984) and in a recent paper [16]. It is not hard to deduce from Wirsing's theorem that if $f, g \in \mathcal{M}(1), g(n+1)-f(n)=o(1)$ as $n \rightarrow \infty$, then $f(n)=g(n)=n^{i \tau}(n \in \mathbb{N})$.

It is obvious that a function of the form (2) satisfies the following weaker condition

$$
\begin{equation*}
\sum_{n \leq x}|g(n+1)-g(n)|=o(x) \quad \text { as } x \rightarrow \infty . \tag{3}
\end{equation*}
$$

It has been conjectured by I. Kátai [6] that the functions of the type (2) are the only unimodular multiplicative functions that satisfy (3). Although
the conjecture remains open, a few partial results are known. The problem is unsolved even in the case when $g$ assumes only the values from $\pm 1$. In this case (2) obviously forces $g \equiv 1$ identically, and the problem amounts to showing that

$$
\limsup _{x \rightarrow \infty} \frac{1}{x}|\{n \leq x: g(n+1)=-g(n)\}|>0
$$

holds, unless $g \equiv 1$. An interesting example is furnished by the Liouville function $\lambda(n)$, defined as 1 if $n$ has an even number of prime factors, and -1 otherwise. This function belongs to $\mathcal{M}^{*}(1)$, but it is not known whether the last inequality holds for $g=\lambda$. The weaker result was proved by A. Hildebrand, namely he showed in [3] that if $g \in \mathcal{M}(1)$ assumes only the values $\pm 1$, then

$$
\limsup _{x \rightarrow \infty} \frac{(\log \log x)^{4}}{x}|\{n \leq x: g(n+1)=-g(n)\}|>0
$$

holds, unless $g \equiv 1$.
It is easy to see that a function $g \in \mathcal{M}(1)$ satisfies (3) if and only if

$$
\begin{equation*}
\frac{1}{x} \sum_{n \leq x} \overline{g(n+1)} g(n)=1+o(1) \quad \text { as } x \rightarrow \infty . \tag{4}
\end{equation*}
$$

A. Hildebrand [5] proved that if for some real number $\tau$

$$
\begin{equation*}
\operatorname{Re} \sum_{p} \frac{1}{p}\left(1-\frac{g(p)}{p^{-i \tau}}\right)<\infty \tag{5}
\end{equation*}
$$

the series being taken over all primes $p$, then

$$
\frac{1}{x} \sum_{n \leq x} \overline{g(n+1)} g(n)=\prod_{p} F_{p}+o(1) \quad \text { as } x \rightarrow \infty,
$$

where

$$
F_{p}=1-\frac{2}{p}+2\left(1-\frac{1}{p}\right) \operatorname{Re} \frac{g(p) p^{-i \tau}}{p-g(p) p^{-i \tau}} .
$$

Thus, the last relations with (3) jointly imply that $F_{p}=1$ holds for each prime $p$, i.e. $g(p)=p^{i \tau}$. This shows that condition (3) along with (5) on a unimodular multiplicative function $g$ implies (2). It would be desirable to
have a similar result for the case when (5) fails to hold, but this seems to be much more difficult. The method of Halász concerning the behaviour of the averages

$$
\frac{1}{x} \sum_{n \leq x} g(n)
$$

for modular multiplicative function $g$ cannot be adapted to deal with (4), since the associated Dirichlet series do not have an Euler product representation.

The question whether condition (3) alone is sufficient thus remains open. The partial results known in connection with the above mentioned Kátai' conjecture involve either stronger conditions than (3) or additional hypotheses on the function $g$. In a series of paper [7], [8] I. KÁtai considered functions $g \in \mathcal{M}$ under the conditions that $g(n+1)-g(n)$ tends to zero in some sense. For example, it follows from Theorem 3 of I. Kátai [7] that a function $g \in \mathcal{M}(1)$ satisfying the condition

$$
\sum_{n=1}^{\infty} \frac{1}{n}|g(n+1)-g(n)|<\infty
$$

must be of the form (2). In a similar vein, it was shown by A. Hildebrand in [4] that if $g \in \mathcal{M}^{*}(1)$ satisfying (3) and in addition

$$
|g(p)-1| \leq c
$$

for every prime $p$ must be of the form (2). Here $c$ is an absolute positive constant, an admissible value of which is $10^{-3}$. I. KÁtai [8] proved that Hildebrand's condition for $g(p)$ can be replaced by an average condition for $g(p)$.

In 1980 J. L. Mauclaire and Leo Murata [9] proved that if $g \in$ $\mathcal{M}(1)$ satisfies condition (3), then $g \in \mathcal{M}^{*}(1)$. I. KÁtai [8] improved this result by showing that (3) can be replaced by a weaker condition, namely

$$
\liminf _{x \rightarrow \infty} \frac{1}{x} \sum_{n \leq x}|g(n+1)-g(n)|=0
$$

In [10], improving the above result of Mauclaire and Murata, we proved that if $g \in \mathcal{M}(1)$ satisfies the condition

$$
\begin{equation*}
\sum_{n \leq x}|g(A n+B)-D g(n)|=o(x) \quad \text { as } x \rightarrow \infty \tag{6}
\end{equation*}
$$

for some positive integers $A, B$ and a non-zero complex number $D$, then

$$
g\left(p^{k}\right)=(g(p))^{k} \quad(k=1,2, \ldots)
$$

holds for each prime $p$ coprime to $2 A B$, furthermore in the case $(2, A B)=1$ we also have

$$
g\left(2^{k}\right)=\left(\frac{g(A)}{D}\right)^{k-1} g(2)^{k} \quad(k=1,2, \ldots)
$$

and

$$
g(A)^{2}=D^{2} .
$$

In [11] we obtained similar results concerning those functions $g \in$ $\mathcal{M}(1)$ and $g_{1} \in \mathcal{M}^{*}(1), g_{2} \in \mathcal{M}(1)$ which satisfy the conditions

$$
\begin{equation*}
\sum_{n \leq x} \frac{1}{n}|g(A n+B)-D g(n)|=o(\log x) \quad \text { as } x \rightarrow \infty \tag{7}
\end{equation*}
$$

and

$$
\sum_{n \leq x} \frac{1}{n}\left|g_{1}(a n+b)-d g_{2}(n)\right|=o(\log x) \quad \text { as } x \rightarrow \infty
$$

respectively, where $A, B, a, b$ are fixed positive integers and $D, d$ are nonzero complex numbers. For example, we deduced from condition (7) that there are functions $g^{*} \in \mathcal{M}^{*}$ and $G \in \mathcal{M}$ such that

$$
g(n)=g^{*}(n) G(n), \quad G(n+B)=\frac{g(A)}{D} G(n) \quad(n=1,2, \ldots)
$$

furthermore $g^{2}(A)=D^{2}$ and in the case $2 \mid A B$ we have $g(A)=D$.
In [13] we considered the conjecture of I. Kátai concerning functions $g \in \mathcal{M}^{*}(1)$ satisfying (6). By using some results due to Elliott [2], we showed that if $g \in \mathcal{M}^{*}(1)$ satisfies (6) and there is a positive integer $k$ such that

$$
\limsup _{x \rightarrow \infty} \frac{1}{x}\left|\sum_{n \leq x}(g(n))^{k}\right|>0,
$$

then there are a real constant $\tau$ and a function $G \in \mathcal{M}^{*}(1)$ for which

$$
g(n)=n^{i \tau} G(n) \quad \text { and } \quad[G(n)]^{k}=1
$$

hold for all positive integers $n$, moreover

$$
\sum_{n \leq x}|G(n+1)-G(n)|=o(x) \quad \text { as } x \rightarrow \infty .
$$

In this paper we shall improve these results by proving the following theorems.

Theorem 1. Let $a, b, c$ be positive integers and let $d$ be a non-zero complex number. Then functions $g_{1} \in \mathcal{M}(1)$ and $g_{2} \in \mathcal{M}(1)$ satisfy the condition

$$
\begin{equation*}
\sum_{n \leq x} \frac{1}{n}\left|g_{1}(a n+b)-d g_{2}(c n)\right|=o(\log x) \quad \text { as } x \rightarrow \infty \tag{8}
\end{equation*}
$$

if and only if there are functions $g^{*} \in \mathcal{M}^{*}(1)$ and $G_{1}, G_{2} \in \mathcal{M}(1)$ such that

$$
\begin{array}{ll}
g_{1}(n)=g^{*}(n) G_{1}(n), \quad g_{2}(n)=g^{*}(n) G_{2}(n) & (n=1,2, \ldots), \\
G_{1}(a n+b)-d \frac{g^{*}(c)}{g^{*}(a)} G_{2}(c n)=0 & (n=1,2, \ldots) \tag{10}
\end{array}
$$

and

$$
\begin{equation*}
\sum_{n \leq x} \frac{1}{n}\left|g^{*}(n+1)-g^{*}(n)\right|=o(\log x) \quad \text { as } x \rightarrow \infty \tag{11}
\end{equation*}
$$

Remark. It follows from our proof that

$$
G_{1}(n)=\chi_{2 a b c}(n) \quad \text { if }(n, 2 a b c)=1
$$

and

$$
G_{2}(n)=G_{2}\left[\left(n, b^{2} c^{2} N_{2}\right)\right] \quad(n=1,2, \ldots),
$$

where $\chi_{2 a b c}$ denotes a Dirichlet character $(\bmod 2 a b c)$ and $N_{2} \in\{1,2\}$ satisfying $\left(2, a b N_{2}+1\right)=1$.

Theorem 2. Let $a, b, c$ be positive integers and let $d$ be a non-zero complex number. Then functions $g_{1} \in \mathcal{M}(1)$ and $g_{2} \in \mathcal{M}(1)$ satisfy the condition

$$
\begin{equation*}
\sum_{n \leq x}\left|g_{1}(a n+b)-d g_{2}(c n)\right|=o(x) \quad \text { as } x \rightarrow \infty \tag{12}
\end{equation*}
$$

if and only if there are functions $g^{*} \in \mathcal{M}^{*}(1), G_{1} \in \mathcal{M}(1)$ and $G_{2} \in \mathcal{M}(1)$ such that (9), (10) and the relation

$$
\begin{equation*}
\sum_{n \leq x}\left|g^{*}(n+1)-g^{*}(n)\right|=o(x) \quad \text { as } x \rightarrow \infty \tag{13}
\end{equation*}
$$

hold.
Applying the above results we can extend the result of E. Wirsing [16] as follows:

Theorem 3. Let $a, b, c$ be positive integers and let $d$ be a non-zero complex number. Then functions $g_{1} \in \mathcal{M}(1)$ and $g_{2} \in \mathcal{M}(1)$ satisfy the condition

$$
\begin{equation*}
g_{1}(a n+b)-d g_{2}(c n)=o(1) \quad \text { as } n \rightarrow \infty \tag{14}
\end{equation*}
$$

if and only if there are a real number $\tau$ and functions $G_{1} \in \mathcal{M}(1), G_{2} \in$ $\mathcal{M}(1)$ such that

$$
g_{1}(n)=n^{i \tau} G_{1}(n), \quad g_{2}(n)=n^{i \tau} G_{2}(n)
$$

and

$$
G_{1}(a n+b)-d \frac{c^{i \tau}}{a^{i \tau}} G_{2}(c n)=0
$$

hold for all positive integers $n$.
We note that by writing a multiplicative function $g \in \mathcal{M}(1)$ in the form $g=e^{2 \pi i f}$, where $f$ is a real-valued additive function, one can reformulate results involving unimodular multiplicative functions in term of real-valued additive functions reduced modulo 1 . For example, by using the fact

$$
\|u\| \ll\left|e^{2 \pi i u}-1\right| \ll\|u\|
$$

where $\|u\|$ denotes the distance of a real number $u$ to the nearest integer, the following corollaries follow directly from Theorem 1 and Theorem 3.

Corollary 1. Let $a, b, c$ be positive integers and let $d$ be a real number. Then the real-valued additive functions $f_{1}$ and $f_{2}$ satisfy the condition

$$
\sum_{n \leq x} \frac{1}{n}\left\|f_{1}(a n+b)-f_{2}(c n)-d\right\|=o(\log x) \quad \text { as } x \rightarrow \infty
$$

if and only if there are real-valued functions $f^{*} \in \mathcal{A}^{*}$ and $F_{1}, F_{2} \in \mathcal{A}$ such that

$$
\begin{gathered}
\left\|f_{1}(n)-f^{*}(n)-F_{1}(n)\right\|=0, \quad\left\|f_{2}(n)-f^{*}(n)-F_{2}(n)\right\|=0, \\
\left\|F_{1}(a n+b)-F_{2}(c n)-d-f^{*}(c)+f^{*}(a)\right\|=0
\end{gathered}
$$

hold for all positive integers $n$ and

$$
\sum_{n \leq x} \frac{1}{n}\left\|f^{*}(n+1)-f^{*}(n)\right\|=o(\log x) \quad \text { as } x \rightarrow \infty
$$

Corollary 2. Let $a, b, c$ be positive integers and let $d$ be a real number. Then real-valued additive functions $f_{1}$ and $f_{2}$ satisfy the condition

$$
\left\|f_{1}(a n+b)-f_{2}(c n)-d\right\|=o(1) \quad \text { as } n \rightarrow \infty
$$

if and only if there are a real number $\tau$ and real-valued additive functions $F_{1}, F_{2}$ such that

$$
\left\|f_{1}(n)-\tau \log n-F_{1}(n)\right\|=0, \quad\left\|f_{2}(n)-\tau \log n-F_{2}(n)\right\|=0
$$

and

$$
\left\|F_{1}(a n+b)-F_{2}(c n)-d+\tau \log \left(\frac{a}{c}\right)\right\|=0
$$

hold for all positive integers $n$.
Theorem 4. Let $a, b, c$ be positive integers and let $d$ be a non-zero complex number. Assume that $g_{1} \in \mathcal{M}^{*}(1)$ and $g_{2} \in \mathcal{M}(1)$ satisfy (12), i.e.

$$
\sum_{n \leq x}\left|g_{1}(a n+b)-d g_{2}(c n)\right|=o(x) \quad \text { as } \quad x \rightarrow \infty .
$$

If there is a positive integer $k$ such that

$$
\begin{equation*}
\limsup _{x \rightarrow \infty} \frac{1}{x}\left|\sum_{n \leq x}\left(g_{1}(n)\right)^{k}\right|>0, \tag{15}
\end{equation*}
$$

then there are a real constant $\tau$ and functions $G, G_{2} \in \mathcal{M}^{*}(1)$ such that

$$
g_{1}(n)=n^{i \tau} G(n), \quad g_{2}(n)=n^{i \tau} G(n) G_{2}(n),
$$

and

$$
[G(n)]^{k}=1, \quad G_{2}(c n)=G_{2}(c)
$$

hold for all positive integers $n$, moreover

$$
\sum_{n \leq x}|G(n+1)-G(n)|=o(x) \quad \text { as } x \rightarrow \infty .
$$

Remark. We think that (6) with a function $g \in \mathcal{M}^{*}(1)$ implies (15), but we are unable to prove it presently. By writing a multiplicative function $g \in \mathcal{M}^{*}(1)$ in the form $g=e^{2 i \pi f}$, where $f$ is a real-valued additive function, then it is known from Chapter 8 of [1] that there are two possibilities: Either (15) holds for some positive integer $k$ or $f(n)$ is uniformly distributed $(\bmod 1)$.

## 2. Auxiliary results

For the proof of our theorems we need some lemmas. Let $C_{A}$ denote the product of all distinct prime divisors of $C$ which are prime to $A$ and $E(n)=E_{B}(n)$ denotes the product of all prime power factors of $B$ composed from the prime divisors of $n$.

In this section we consider those functions $g \in \mathcal{M}(1)$ for which the relation

$$
\begin{equation*}
\sum_{n \leq x} \frac{1}{n}|g(A n+B)-D g(C n)|=o(\log x) \quad \text { as } x \rightarrow \infty \tag{16}
\end{equation*}
$$

holds for some positive integers $A, B, C$ and for a non-zero complex number $D$.

Lemma 1. Assume that $g \in \mathcal{M}(1)$ satisfies (16) for some positive integers $A, B, C$ and for a non-zero complex constant $D$. Then for positive integers $k$ and $Q$ satisfying

$$
\begin{equation*}
\left(E(C Q)+B, R_{k}\left(A C_{A} Q\right), 2\right)=1 \tag{17}
\end{equation*}
$$

we have

$$
\begin{equation*}
g\left(B C C_{A} Q^{k}\right)=W^{k-1} \frac{g\left(B C C_{A} Q\right)^{k}}{g\left(B C C_{A}\right)^{k-1}}, \tag{18}
\end{equation*}
$$

where

$$
\begin{equation*}
W=W(A, B, C, D, g):=D \frac{g\left(C C_{A} E(C)\right) g\left(B C C_{A}\right)}{g\left(A C C_{A}^{2} E(C)\right) g(B)} . \tag{19}
\end{equation*}
$$

Furthermore

$$
\begin{equation*}
W^{2}=1 \tag{20}
\end{equation*}
$$

and

$$
\begin{equation*}
W=1 \quad \text { if } 2 \mid A B C . \tag{21}
\end{equation*}
$$

Remark. It is obvious that for each fixed real number $\tau$ the function

$$
g(n)=(-1)^{n-1} n^{i \tau} \quad(n=1,2, \ldots)
$$

belongs to $\mathcal{M}(1)$ and it satisfies (16) with $A=B=C=-D=1$. In this case, by (19) we have

$$
W(A, B, C, D, g)=-1
$$

In other words, from (16) not always follows that $W(A, B, C, D, g)=1$.
Proof. We shall use an argument similar to that of the proof of Lemma 1 of [14]. For each positive integer $Q$ we define the sequence

$$
R=R\left(A C_{A} Q\right)=\left\{R_{k}\left(A C_{A} Q\right)\right\}_{k=1}^{\infty}
$$

by the initial term $R_{1}\left(A C_{A} Q\right)=1$ and by the formula

$$
R_{k}\left(A C_{A} Q\right)=1+A C_{A} Q+\ldots+\left(A C_{A} Q\right)^{k-1}
$$

for all integers $k \geq 2$. Let

$$
T_{k}(n, Q)=\left(A C_{A} Q\right)^{k} E(C Q) n+B R_{k}\left(A C_{A} Q\right) .
$$

Since

$$
T_{k+1}(n, Q)=A C_{A} Q T_{k}(n, Q)+B
$$

and

$$
\left(C C_{A} Q E(C Q), T_{k}(n, Q) / E(C Q)\right)=1
$$

(see (8) and (9) in [14]), using the fact $|g| \equiv 1$, one can deduce from (16) that

$$
\begin{equation*}
\sum_{n \leq x} \frac{1}{n}\left|g\left(T_{k}(n, Q)\right)-D \Delta(Q)^{k-1} g\left(C C_{A} Q E(C Q) n\right)\right|=o(\log x) \tag{22}
\end{equation*}
$$

holds for all positive integers $k$ and $Q$, where

$$
\Delta(Q):=D \frac{g\left(C C_{A} Q E(C Q)\right)}{g(E(C Q))}=D \frac{g\left(B C C_{A} Q\right)}{g(B)} .
$$

Let $k, Q$ and $P$ be positive integers. By considering

$$
n:=P R_{k}\left(A C_{A} Q\right)\left\{A P C Q R_{k}\left(A C_{A} Q\right) m+1\right\}
$$

and taking into account (22), it follows that if positive integers $k, P$ and $Q$ satisfy the conditions

$$
\begin{equation*}
\left(P, R_{k}\left(A C_{A} Q\right), 2 B\right)=\left(P E(C Q)+B, R_{k}\left(A C_{A} Q\right), 2\right)=1 \tag{23}
\end{equation*}
$$

then

$$
\begin{equation*}
g\left(A^{k-1} C C_{A}^{k} Q^{k} P E(C Q)\right)=\Delta(Q)^{k-1} g\left(C C_{A} Q P E(C Q)\right) \tag{24}
\end{equation*}
$$

We shall prove that

$$
\begin{equation*}
g\left(A C C_{A}^{2} P E(C)\right)=\frac{g\left(A C C_{A}^{2} E(C)\right)}{g\left(C C_{A} E(C)\right)} g\left(C C_{A} P E(C)\right) \tag{25}
\end{equation*}
$$

holds for all positive integers $P$.
We first consider the case when $2 \mid A B C$. In this case (23) holds if and only if $\left(P, R_{k}\left(A C_{A} Q\right), B\right)=1$. Thus, by applying (24) with $k=2$ and $Q=1$, we have

$$
\begin{align*}
& g\left(A C C_{A}^{2} P E(C)\right)=\Delta(1) g\left(C C_{A} P E(C)\right)  \tag{26}\\
& \quad \text { if }\left(P, 1+A C_{A}, B\right)=1,
\end{align*}
$$

and so

$$
\begin{equation*}
g\left(A C C_{A}^{2} E(C)\right)=\Delta(1) g\left(C C_{A} E(C)\right) . \tag{27}
\end{equation*}
$$

Thus, by using (26) and the multiplicativity of $g$, it is obvious that

$$
g\left(A C C_{A}^{2} P E(C)\right)=\Delta(1) g\left(C C_{A} P E(C)\right) \quad(P=1,2, \ldots)
$$

From (27) we have

$$
\Delta(1)=\frac{g\left(A C C_{A}^{2} E(C)\right)}{g\left(C C_{A} E(C)\right)},
$$

which proves (25) in case $2 \mid A B C$.
Suppose now that $(2, A B C)=1$. Since (23) holds for every even positive integer $Q$ with

$$
\left(P, R_{k}\left(A C_{A} Q\right), B\right)=1,
$$

by applying (24) with $k=Q=2$ and using $E(2 C)=E(C)$, we have

$$
g\left(A C C_{A}^{2} 2^{2} P E(C)\right)=\Delta(2) g\left(C C_{A} 2 P E(C)\right) \quad \text { if }\left(P, 1+2 A C_{A}, B\right)=1
$$

This with the multiplicativity of $g$ implies that

$$
g\left(A C C_{A}^{2} 2^{2} P E(C)\right)=\Delta(2) g\left(C C_{A} 2 P E(C)\right) \quad(P=1,2, \ldots)
$$

consequently

$$
g\left(A C C_{A}^{2} P E(C)\right)=\Delta(1) \frac{(g(2))^{2}}{g\left(2^{2}\right)} g\left(C C_{A} P E(C)\right)
$$

holds for every odd positive integer $P$. This with the multiplicativity of $g$ and the fact $(2, A B C)=1$ shows that
(28) $g\left(A C C_{A}^{2} P E(C)\right)=\Delta(1) \frac{(g(2))^{2}}{g\left(2^{2}\right)} g\left(C C_{A} P E(C)\right) \quad(P=1,2, \ldots)$.

Applying (28) with $P=1$, we have

$$
\Delta(1) \frac{(g(2))^{2}}{g\left(2^{2}\right)}=\frac{g\left(A C C_{A}^{2} E(C)\right)}{g\left(C C_{A} E(C)\right)} .
$$

This with (28) completes the proof of (25) in the case $(2, A B C)=1$. Thus, we have proved (25).

We shall apply (23), (24) and (25) to get (18). Indeed, it follows from (23) and (24) that if positive integers $k, Q$ satisfy (17), then

$$
\begin{aligned}
g\left(A^{k-1} C C_{A}^{k} Q^{k} E(C Q)\right) & =\Delta(Q)^{k-1} g\left(C C_{A} Q E(C Q)\right) \\
& =D^{k-1} \frac{g\left(B C C_{A} Q\right)^{k-1}}{g(B)^{k-1}} g\left(C C_{A} Q E(C Q)\right)
\end{aligned}
$$

Thus, if (17) holds, then from (19), (25) and (29) we have

$$
\begin{aligned}
g\left(B C C_{A} Q^{k}\right) & =\left(D \frac{g\left(C C_{A} E(C)\right) g\left(B C C_{A}\right)}{g\left(A C C_{A}^{2} E(C)\right) g(B)}\right)^{k-1} \frac{\left.g\left(B C C_{A} Q\right)\right)^{k}}{g\left(B C C_{A}\right)^{k-1}} \\
& =W^{k-1} \frac{\left.g\left(B C C_{A} Q\right)\right)^{k}}{g\left(B C C_{A}\right)^{k-1}}
\end{aligned}
$$

which proves (18).
In order to see (20) and (21), we shall apply (18). One can check that condition (17) is satisfied in the following cases: (i) $Q=1$ and $k=3$; (ii) $Q=1$ and $k=2$ if $2 \mid A B C$. Thus, from (18) we get $W^{2}=1$, furthermore $W=1$ if $2 \mid A B C$, which prove (20) and (21).

The proof of Lemma 1 is finished.
Lemma 2. Assume that $g \in \mathcal{M}^{*}(1)$ satisfies (16) for some positive integers $A, B, C$ and for a non-zero complex constant $D$. Then

$$
\begin{equation*}
g(A)=D g(C) \tag{30}
\end{equation*}
$$

and

$$
\sum_{n \leq x} \frac{1}{n}|g(n+1)-g(n)|=o(\log x) \quad \text { as } x \rightarrow \infty
$$

Proof. First we note that if $g \in \mathcal{M}^{*}(1)$ satisfies (16), then as we have seen in the proof of Lemma 1, (18) holds for all positive integers $k$ and $Q$, i.e.

$$
W(A, B, C, D, g)=1 .
$$

This with (19) shows that $g(A)=D g(C)$, as asserted in Lemma 2. Thus, (30) holds. Here we prove (30) directly.

Since $g \in \mathcal{M}^{*}(1)$ and

$$
\left(A^{2} N m+B\right)(A N+1)=A N[A(A N+1) m+B]+B
$$

we have

$$
\begin{aligned}
&\left\{g\left(A^{2} N m+B\right)-D g(A C N m)\right\} g(A N+1) \\
&=\{g(A N[A(A N+1) m+B]+B)-D g(C N) g[A(A N+1) m+B]\} \\
&+D g(C N)\{g[A(A N+1) m+B]-D g(C) g(A N+1) g(m)\} \\
&+D g(C N) g(A N+1)\{D g(C)-g(A)\} g(m) .
\end{aligned}
$$

This, by using (16) and the fact $|g| \equiv 1$, implies that

$$
|D g(C)-g(A)| \sum_{m \leq x} \frac{1}{m}=o(\log x)
$$

which with a known asymptotic relation

$$
\sum_{m \leq x} \frac{1}{m}=\log x+\text { constant }+O\left(\frac{1}{x}\right)
$$

proves (30).
By using (30), from (16) we can assume that $g \in \mathcal{M}^{*}(1)$ satisfies

$$
\begin{equation*}
\sum_{n \leq x} \frac{1}{n}|g(A n+B)-g(A n)|=o(\log x) \quad \text { as } x \rightarrow \infty \tag{31}
\end{equation*}
$$

We denote by $J_{g}$ the set of those pairs $(Q, R)$ of positive integers for which

$$
\sum_{n \leq x} \frac{1}{n}|g(Q n+R)-g(Q n)|=o(\log x) \quad \text { as } x \rightarrow \infty
$$

We first prove that

$$
\begin{equation*}
(Q, R) \in J_{g} \quad \text { if } 0<R<Q . \tag{32}
\end{equation*}
$$

By using the same method that was applied in the proof of the first part of Lemma 2 in [14], from (31) and using $|g| \equiv 1$, it follows that the following assertions hold:
(a) $(Q, 1) \in J_{g}$ if $(q, 1) \in J_{g}$ and $Q \geq q$
(b) $(Q, R) \in J_{g}$ if $(q, 1) \in J_{g}, q \geq 2$ and $0<R<Q /(q-1)$
(c) $(h, 1) \in J_{g}$ if $(h+1,1) \in J_{g}$ and $h \geq 2$.

From (31), we have $(A, B) \in J_{g}$ and so $(A, 1) \in J_{g}$. If $A=1$, then the assertion of Lemma 2 holds. If $A \geq 2$, then by using (c) one can deduce that $(2,1) \in J_{g}$, and so by applying (b) with $q=2$, it follows that $(Q, R) \in J_{g}$ for all integers $0<R<Q$. This completes the proof of (32).

Let $Q \geq 2$ be a fixed positive integer. For each integer $\gamma \geq 0$ let

$$
\mathcal{B}_{\gamma}:=\left\{n \in \mathbb{N}: Q^{\gamma} \|(n+1)\right\}
$$

and

$$
S_{\gamma}(x):=\frac{1}{\log x} \sum_{\substack{n \leq x \\ n \in \mathcal{B}_{\gamma}}} \frac{1}{n}|g(n+1)-g(n)| .
$$

By using (31), one can get from (32) that

$$
\begin{equation*}
S_{0}(x):=\frac{1}{\log x} \sum_{\substack{n \leq x \\ n \in \mathcal{B}_{0}}} \frac{1}{n}|g(n+1)-g(n)|=o(1) \quad \text { as } x \rightarrow \infty . \tag{33}
\end{equation*}
$$

Thus, it follows from (32) and (33) that

$$
\begin{aligned}
S_{\gamma}(x):= & \frac{1}{\log x} \sum_{\substack{n \leq x \\
n \in \mathcal{B}_{\gamma}}} \frac{1}{n}|g(n+1)-g(n)| \\
= & \frac{1}{\log x} \sum_{\substack{m+1 \leq(x+1) / Q^{\gamma} \\
m \in \mathcal{B}_{0}}} \frac{1}{m}\left|g\left(Q^{\gamma}\right) g(m+1)-g\left(Q^{\gamma} m+Q^{\gamma}-1\right)\right| \\
\leq & \frac{1}{\log x} \sum_{m+1 \leq(x+1) / Q^{\gamma}}^{m \in \mathcal{B}_{0}} \frac{1}{m}\left|g\left(Q^{\gamma}\right)[g(m+1)-g(m)]\right| \\
& +\frac{1}{\log x} \sum_{m+1 \leq(x+1) / Q^{\gamma}}^{m \in \mathcal{B}_{0}}< \\
& \frac{1}{m}\left|g\left(Q^{\gamma} m+Q^{\gamma}-1\right)-g\left(Q^{\gamma} m\right)\right|
\end{aligned}
$$

and so

$$
\begin{equation*}
S_{\gamma}(x)=o(1) \quad \text { as } x \rightarrow \infty . \tag{34}
\end{equation*}
$$

Relations (33) and (34) together with $|g| \equiv 1$ imply that for each positive integer $M$, we have

$$
\begin{gathered}
\frac{1}{\log x} \sum_{n \leq x} \frac{1}{n}|g(n+1)-g(n)| \\
\leq \sum_{0 \leq j \leq M-1} S_{j}(x)+\frac{1}{\log x} \sum_{\substack{n \leq x \\
Q^{M} \mid(n+1)}} \frac{2}{n} \leq o(M)+\frac{2}{Q^{M}},
\end{gathered}
$$

and so

$$
\limsup _{x \rightarrow \infty} \frac{1}{\log x} \sum_{n \leq x} \frac{1}{n}|g(n+1)-g(n)| \ll Q^{-M}
$$

This with $M \rightarrow \infty$ shows that

$$
\frac{1}{\log x} \sum_{n \leq x} \frac{1}{n}|g(n+1)-g(n)|=o(1) \quad \text { as } x \rightarrow \infty
$$

as asserted in Lemma 2. The proof of Lemma 2 is finished.
Lemma 3. Let $A, B, C$ be positive integers and let $D$ be a non-zero complex number. If $g \in \mathcal{M}^{*}(1)$ satisfies the condition

$$
\sum_{n \leq x}|g(A n+B)-D g(C n)|=o(x) \quad \text { as } x \rightarrow \infty
$$

then we have

$$
\sum_{n \leq x}|g(n+1)-g(n)|=o(x) \quad \text { as } x \rightarrow \infty
$$

Proof. We use an argument similar to that of the proof of Lemma 2 and in this way we infer by the assumption of Lemma 3 that

$$
\sum_{n \leq x}|g(Q n+R)-g(Q n)|=o(x) \quad \text { as } x \rightarrow \infty
$$

holds for all positive integers $Q, R$ satisfying $0<R<Q$. Let

$$
\mathcal{B}_{\gamma}:=\left\{n \in \mathbb{N}: Q^{\gamma} \|(n+1)\right\}
$$

and

$$
T_{\gamma}(x):=\frac{1}{x} \sum_{\substack{n \leq x \\ n \in \mathcal{B}_{\gamma}}}|g(n+1)-g(n)| .
$$

One can deduce as in the proof of Lemma 2 that for each integer $\gamma \geq 0$ we have

$$
T_{\gamma}(x)=o(1),
$$

consequently

$$
\frac{1}{x} \sum_{n \leq x}|g(n+1)-g(n)|=o(1) \quad \text { as } x \rightarrow \infty
$$

So, the proof of Lemma 3 is finished.

## 3. Proof of Theorem 1

We suppose that functions $g^{*} \in \mathcal{M}^{*}(1), G_{1} \in \mathcal{M}(1)$ and $G_{2} \in \mathcal{M}(1)$ satisfy (10) and (11). Then it is easy to see that the functions

$$
g_{1}:=g^{*} G_{1}, \quad g_{2}=g^{*} G_{2}
$$

are unimodular multiplicative and the condition

$$
g_{1}(a n+b)-d g_{2}(c n)=G_{1}(a n+b)\left\{g^{*}(a n+b)-g^{*}(a n)\right\}
$$

holds for all positive integers $n$. This with (11) shows that (8) holds. Thus, we have proved the sufficiency part of Theorem 1.

In the following we shall prove the necessity part of the theorem. Assume that $g_{1} \in \mathcal{M}(1)$ and $g_{2} \in \mathcal{M}(1)$ satisfy (8) for some positive integers $a, b, c$ and a non-zero complex constant $d$, i.e.

$$
\begin{equation*}
\sum_{n \leq x} \frac{1}{n}\left|g_{1}(a n+b)-d g_{2}(c n)\right|=o(\log x) \quad \text { as } x \rightarrow \infty . \tag{35}
\end{equation*}
$$

It is obvious that for each positive integer $N$

$$
(a b N+1, a(a b N+1) n+b)=1
$$

and

$$
(a b N+1)(a(a b N+1) n+b)=a\left[(a b N+1)^{2} n+b^{2} N\right]+b
$$

hold for every positive integer $n$. Thus, by using the multiplicativity of $g_{2}$, we get

$$
\begin{aligned}
& \left\{g_{2}\left[(a b N+1)^{2} c n+b^{2} c N\right]-g_{1}(a b N+1) g_{2}[(a b N+1) c n]\right\} d \\
& \quad=-\left\{g_{1}[(a b N+1)(a(a b N+1) n+b)]-d g_{2}\left[(a b N+1)^{2} c n+b^{2} c N\right]\right\} \\
& \quad+\left\{g_{1}[a(a b N+1) n+b]-d g_{2}[(a b N+1) c n]\right\} g_{1}(a b N+1),
\end{aligned}
$$

which, using (35) and the facts $\left|g_{1}\right| \equiv 1, d \neq 0$, implies that

$$
\begin{gather*}
\sum_{n \leq x} \frac{1}{n}\left|g_{2}\left[(a b N+1)^{2} c n+b^{2} c N\right]-g_{1}(a b N+1) g_{2}[(a b N+1) c n]\right|  \tag{36}\\
=o(\log x) .
\end{gather*}
$$

Applying Lemma 1 with

$$
A=(a b N+1)^{2} c, \quad B=b^{2} c N \quad \text { and } \quad C=(a b N+1) c,
$$

and using the fact $C_{A}=1$, it follows from (36) that if positive integers $k$, $Q$ and $N$ satisfy

$$
\begin{equation*}
\left(E((a b N+1) c Q)+b^{2} c N, R_{k}\left((a b N+1)^{2} c Q\right), 2\right)=1, \tag{37}
\end{equation*}
$$

then

$$
\begin{equation*}
g_{2}\left[b^{2} c^{2}(a b N+1) N Q^{k}\right]=W(N)^{k-1} \frac{g_{2}\left(b^{2} c^{2}(a b N+1) N Q\right)^{k}}{g_{2}\left(b^{2} c^{2}(a b N+1) N\right)^{k-1}}, \tag{38}
\end{equation*}
$$

where $W(N)=W\left(a, b, c, d, N, g_{2}\right)$ is defined in (19) and in our case $W(N)$ satisfies the conditions

$$
\begin{equation*}
W(N)^{2}=1 \tag{39}
\end{equation*}
$$

and

$$
\begin{equation*}
W(N)=1 \quad \text { if } 2 \mid(a b N+1) b c N . \tag{40}
\end{equation*}
$$

For each positive integer $m$, let $N_{m}$ be the smallest positive integer for which $\left(a b N_{m}+1, m\right)=1$. It is obvious that $N_{p} \in\{1,2\}$ for all primes $p$.

We note that if $Q=2 m$, then (37) holds for all positive integers $k, m$ and $N$. Thus, by applying (38) with $Q=2, N=N_{p}$ and $Q=2 p, N=N_{p}$, we have

$$
g_{2}\left[b^{2} c^{2}\left(a b N_{p}+1\right) N_{p} 2^{k}\right]=W\left(N_{p}\right)^{k-1} \frac{g_{2}\left(b^{2} c^{2}\left(a b N_{p}+1\right) N_{p} 2\right)^{k}}{g_{2}\left(b^{2} c^{2}\left(a b N_{p}+1\right) N_{p}\right)^{k-1}}
$$

and

$$
g_{2}\left[b^{2} c^{2}\left(a b N_{p}+1\right) N_{p} 2^{k} p^{k}\right]=W\left(N_{p}\right)^{k-1} \frac{g_{2}\left(b^{2} c^{2}\left(a b N_{p}+1\right) N_{p} 2 p\right)^{k}}{g_{2}\left(b^{2} c^{2}\left(a b N_{p}+1\right) N_{p}\right)^{k-1}} .
$$

Since $\left(a b N_{p}+1, p\right)=1$, these relations imply that if $p \neq 2$ is a prime number, then

$$
\begin{equation*}
g_{2}\left(b^{2} c^{2} N_{p} p^{k}\right)=\frac{g_{2}\left(b^{2} c^{2} N_{p} p\right)^{k}}{g_{2}\left(b^{2} c^{2} N_{p}\right)^{k-1}} . \tag{41}
\end{equation*}
$$

On the other hand, by applying (38) with $Q=2$ and $N=N_{2}$, we have

$$
\begin{equation*}
g_{2}\left(b^{2} c^{2}\left(a b N_{2}+1\right) N_{2} 2^{k}\right)=W\left(N_{2}\right)^{k-1} \frac{g_{2}\left(b^{2} c^{2}\left(a b N_{2}+1\right) N_{2} 2\right)^{k}}{g_{2}\left(b^{2} c^{2}\left(a b N_{2}+1\right) N_{2}\right)^{k-1}} . \tag{42}
\end{equation*}
$$

Let $W=W\left(N_{2}\right)$. Now we define the completely multiplicative function $g^{*}$ for each prime $p$ as follows:

$$
g^{*}(p)= \begin{cases}\frac{g_{2}\left(b^{2} c^{2} N_{p} p\right)}{g_{2}\left(b^{2} c^{2} N_{p}\right)} & \text { if }(p, 2)=1  \tag{43}\\ W \frac{g_{2}\left(2 b^{2} c^{2}\left(a b N_{2}+1\right) N_{2}\right)}{g_{2}\left(b^{2} c^{2}\left(a b N_{2}+1\right) N_{2}\right)} & \text { if } p=2\end{cases}
$$

Let

$$
\begin{equation*}
g_{2}(n):=g^{*}(n) G_{2}(n) \quad(n=1,2, \ldots) . \tag{44}
\end{equation*}
$$

Then, it follows from (41)-(44) that

$$
G_{2}\left(b^{2} c^{2} N_{p} p^{k}\right)=G_{2}\left(b^{2} c^{2} N_{p}\right) \quad(p \neq 2)
$$

and

$$
G_{2}\left(b^{2} c^{2}\left(a b N_{2}+1\right) N_{2} 2^{k}\right)=W G_{2}\left(b^{2} c^{2}\left(a b N_{2}+1\right) N_{2}\right)
$$

hold for all positive integers $k$. Since $\left(N_{2} N_{p}, p\right)=1$ for odd primes $p$ and $\left(a b N_{2}+1,2\right)=1$, the last relations with (39) and (40) imply

$$
\begin{equation*}
G_{2}(n)=W^{n-1} G_{2}\left[\left(n, b^{2} c^{2} N_{2}\right)\right] \quad(n=1,2, \ldots) . \tag{45}
\end{equation*}
$$

We shall prove

$$
\begin{equation*}
g_{1}\left(a b c N_{2} M+1\right)=W^{M} g^{*}\left(a b c N_{2} M+1\right) \tag{46}
\end{equation*}
$$

holds for all positive integers $M$ and $g^{*}$ satisfies (11).
Let $M$ be a positive integer. By using (39) and (40), it follows from (44) and (45) that

$$
\begin{aligned}
& g_{2}\left[\left(a b c N_{2} M+1\right)^{2} b c N_{2} m+b^{2} c^{2} N_{2} M\right] \\
& \quad=W^{m+M-1} g^{*}\left(b c N_{2}\right) g^{*}\left[\left(a b c N_{2} M+1\right)^{2} m+b c M\right] G_{2}\left[b c N_{2}(m, b c)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& g_{2}\left[\left(a b c N_{2} M+1\right) b c N_{2} m\right] \\
& \quad=W^{m-1} g^{*}\left[b c N_{2}\left(a b c N_{2} M+1\right)\right] G_{2}\left[b c N_{2}(m, b c)\right] g^{*}(m) .
\end{aligned}
$$

Applying (36) with $n=b N_{2} m$ and $N=c N_{2} M$ and using the above relations, we have

$$
\begin{gathered}
\left.\sum_{n \leq x} \frac{1}{n} \right\rvert\, g^{*}\left[\left(a b c N_{2} M+1\right)^{2} m+b c N\right]- \\
-W^{M} g_{1}\left(a b c N_{2} M+1\right) g^{*}\left(a b c N_{2} M+1\right) g^{*}(m) \mid=o(\log x),
\end{gathered}
$$

which, using Lemma 2, proves (11) and (46).
Let

$$
\begin{equation*}
g_{1}(n)=g^{*}(n) G_{1}(n) \quad(n=1,2, \ldots) . \tag{47}
\end{equation*}
$$

We shall prove that the functions $g^{*}(n), G_{1}(n)$ and $G_{2}(n)$ satisfy (10) and

$$
\begin{equation*}
\left|g^{*}(n)\right|=\left|G_{1}(n)\right|=\left|G_{2}(n)\right|=1 \quad(n=1,2, \ldots) . \tag{48}
\end{equation*}
$$

First we prove (48). Since $g_{1}, g_{2} \in \mathcal{M}(1),|W|=1$ and $g_{i}=g^{*} G_{i}(i=1,2)$, we have

$$
\begin{equation*}
\left|g^{*}(n)\right| \cdot\left|G_{1}(n)\right|=\left|g^{*}(n)\right| \cdot\left|G_{2}(n)\right|=1 \quad(n=1,2, \ldots) \tag{49}
\end{equation*}
$$

Assume that there is a positive integer $N$ such that

$$
\left|g^{*}(N)\right| \neq 1
$$

By using (45), it follows that there are positive constants $M_{1}$ and $M_{2}$ such that

$$
M_{1}<\left|G_{2}(n)\right|<M_{2} \quad(n=1,2, \ldots)
$$

Thus, we get from (49) that for all positive integers $k$

$$
\frac{1}{M_{2}}<\left|g^{*}\left(N^{k}\right)\right|=\left|g^{*}(N)\right|^{k}=\frac{1}{\left|G_{2}\left(N^{k}\right)\right|}<\frac{1}{M_{1}},
$$

which is impossible in the case $\left|g^{*}(N)\right| \neq 1$. This implies that $\left|g^{*}\right| \equiv$ $\left|G_{2}\right| \equiv 1$. Thus, (49) is proved.

It remains to prove (10). Since

$$
\begin{gathered}
g_{1}(a n+b)-d g_{2}(c n)=g^{*}(a n+b) G_{1}(a n+b)-d g^{*}(c n) G_{2}(c n) \\
=G_{1}(a n+b)\left\{g^{*}(a n+b)-g^{*}(a n)\right\}+g^{*}(a n)\left\{G_{1}(a n+b)-d \frac{g^{*}(c)}{g^{*}(a)} G_{2}(c n)\right\}
\end{gathered}
$$

and

$$
\sum_{n \leq x} \frac{1}{n}\left|g^{*}(n+1)-g^{*}(n)\right|=o(\log x)
$$

as we have proved above, one can deduce from (35) and (49) that

$$
\begin{equation*}
\sum_{n \leq x} \frac{1}{n}\left|G_{1}(a n+b)-d \frac{g^{*}(c)}{g^{*}(a)} G_{2}(c n)\right|=o(\log x) \tag{50}
\end{equation*}
$$

It is easy to check from (39), (40), (45), (46) and (47) that $G_{1}\left(2 a b c N_{2} m+1\right)=1$ and

$$
G_{2}\left[(a N+b)^{2} b c^{2} N_{2} m+N c\right]=G_{2}(c N)
$$

hold for all positive integers $m$. Let $N$ be a positive integer. Then it follows from the above relations that

$$
\begin{aligned}
G_{1}(a N+ & b)-d \frac{g^{*}(c)}{g^{*}(a)} G_{2}(c N) \\
= & G_{1}(a N+b) G_{1}\left(2 a b c N_{2} m+1\right)-d \frac{g^{*}(c)}{g^{*}(a)} G_{2}(c N) \\
= & G_{1}\left[a\left(2(a N+b) b c N_{2} m+N\right)+b\right] \\
& -d \frac{g^{*}(c)}{g^{*}(a)} G_{2}\left[2(a N+b) b c^{2} N_{2} m+c N\right] .
\end{aligned}
$$

Applying (50) with $n=2(a N+b) b c N_{2} m+N$, we infer from the above relation that

$$
\left|G_{1}(a N+b)-d \frac{g^{*}(c)}{g^{*}(a)} G_{2}(c N)\right| \sum_{m \leq x} \frac{1}{m}=o(\log x),
$$

which implies

$$
G_{1}(a N+b)-d \frac{g^{*}(c)}{g^{*}(a)} G_{2}(c N)=0
$$

Since $N$ is an arbitrary positive integer, the last relation shows that (10) holds. Thus, we have proved the necessity part of Theorem 1, and so the proof of Theorem 1 is finished.

## 4. Proofs of Theorem 2 and Theorem 3

Proof of Theorem 2. Assume that functions $g^{*} \in \mathcal{M}^{*}(1)$ and $G_{1}, G_{2} \in \mathcal{M}(1)$ satisfy (10) and (13). Then the function $g_{1}=g^{*} G_{1}$ and $g_{2}=g^{*} G_{2}$ are unimodular multiplicative functions. One can show that (12) is satisfied.

Conversely, assume that $g_{1} \in \mathcal{M}(1)$ and $g_{2} \in \mathcal{M}(1)$ satisfy (12). Then condition (8) of Theorem 1 also holds. Thus, by using Theorem 1, there are functions $g^{*} \in \mathcal{M}^{*}(1)$ and $G_{1}, G_{2} \in \mathcal{M}(1)$ such that $g_{1}=g^{*} G_{1}, g_{2}=g^{*} G_{2}$ and (10) holds, consequently

$$
g_{1}(a n+b)-d g_{2}(c n)=G_{1}(a n+b)\left\{g^{*}(a n+b)-g^{*}(a n)\right\} .
$$

This with Lemma 3 proves (13). So, the necessity part of Theorem 2 is proved. This completes the proof of Theorem 2.

Proof of Theorem 3. The sufficiency part of the theorem is obvious.
Assume that functions $g_{1} \in \mathcal{M}(1)$ and $g_{2} \in \mathcal{M}(1)$ satisfy (14). First we note, by using Theorem 1 and Lemma 2, that there are functions $g^{*} \in$ $\mathcal{M}^{*}(1)$ and $G_{1}, G_{2} \in \mathcal{M}(1)$ such that

$$
\begin{equation*}
g_{1}=g^{*} G_{1}, \quad g_{2}=g^{*} G_{2} \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{1}(a n+b)-d \frac{g^{*}(c)}{g^{*}(a)} G_{2}(c n)=0 \quad(n=1,2, \ldots) \tag{52}
\end{equation*}
$$

We shall prove that there is a real number $\tau$ such that

$$
g^{*}(n)=n^{i \tau} \quad(n=1,2, \ldots) .
$$

First we note by using (14), (51) and (52) that
$g_{1}(a n+b)-d g_{2}(c n)=G_{1}(a n+b)\left\{g^{*}(a n+b)-d g^{*}(c n)\right\}=o(1) \quad$ as $n \rightarrow \infty$, and so

$$
g^{*}(a n+b)-d g^{*}(c n)=o(1) \quad \text { as } n \rightarrow \infty .
$$

This, using Lemma 2 and the complete multiplicativity of $g^{*}$, shows that

$$
\begin{equation*}
g^{*}(a n+1)-g^{*}(a n)=o(1) \quad \text { as } n \rightarrow \infty . \tag{53}
\end{equation*}
$$

We shall deduce from (53) that for each positive $K$ we have

$$
\begin{equation*}
g^{*}(a n+K)-g^{*}(a n)=o(1) \quad \text { as } n \rightarrow \infty \tag{54}
\end{equation*}
$$

It is obvious from (53) that (54) is valid for $K=1$. Assume that (54) holds for $K$. We shall prove that (54) is satisfied for $K+1$.

Since

$$
(a n+K)(a n+1)=a(a n+K+1) n+K
$$

and $g^{*} \in \mathcal{M}^{*}$, we have

$$
\begin{aligned}
& g^{*}(a n)\left\{g^{*}(a n+K+1)-g^{*}(a n)\right\}=g^{*}(a n+1)\left\{g^{*}(a n+K)-g^{*}(a n)\right\} \\
& \quad-\left\{g^{*}[a(a n+K+1) n+K]-g^{*}[a(a n+K+1) n]\right\} \\
& \quad+g^{*}(a n)\left\{g^{*}(a n+K)-g^{*}(a n)\right\} .
\end{aligned}
$$

This with our assumption implies that (54) holds for $K+1$. Thus, we have proved (54).

Finally, by applying (54) with $K=a$ and using the complete multiplicativity of $g^{*}$, it follows that

$$
g^{*}(a)\left\{g^{*}(n+1)-g^{*}(n)\right\}=o(1) \quad \text { as } n \rightarrow \infty .
$$

From this and using the result of E. Wirsing, it follows that there is a real number $\tau$ such that $g^{*}(n)=n^{i \tau}$. This with (51) and (52) completes the proof of the necessity part of Theorem 3 . The proof of Theorem 3 is finished.

## 5. Proof of Theorem 4

Let $a, b, d$ be positive integers and let $d$ be a non-zero complex number. Assume that $g_{1} \in \mathcal{M}^{*}(1)$ and $g_{2} \in \mathcal{M}(1)$ satisfy (12), i.e.

$$
\sum_{n \leq x}\left|g_{1}(a n+b)-d g_{2}(c n)\right|=o(x) \quad \text { as } x \rightarrow \infty .
$$

First we note, by using the fact $g_{1} \in \mathcal{M}^{*}(1)$ and Theorem 2, that there is a function $G_{2} \in \mathcal{M}(1)$ such that $g_{2}=g_{1} G_{2}$,

$$
G_{2}(c n)=\frac{g_{1}(a)}{d g_{1}(c)} \quad(n=1,2, \ldots)
$$

and

$$
\sum_{n \leq x}\left|g_{1}(n+1)-g_{1}(n)\right|=o(x) \quad \text { as } x \rightarrow \infty .
$$

These imply that

$$
G_{2}(c n)=G_{2}(c)=\frac{g_{1}(a)}{d g_{1}(c)} \quad(n=1,2, \ldots)
$$

and

$$
\begin{equation*}
\sum_{n \leq x}\left|\left[g_{1}(n+1)\right]^{k}-\left[g_{1}(n)\right]^{k}\right|=o(x) \quad \text { as } x \rightarrow \infty, \tag{55}
\end{equation*}
$$

hold for each positive integer $k$, where in the last step we have used induction on $k$.

Let

$$
\mathcal{G}(n):=\left[g_{1}(n)\right]^{k} \quad(n=1,2, \ldots)
$$

where $k$ is a constant satisfying (15). It is obvious that $\mathcal{G} \in \mathcal{M}^{*}(1)$.
Let

$$
A(x):=\sum_{n \leq x} \mathcal{G}(n)
$$

By the result of Elliott [2] it follows that for each sufficiently large real number $w_{0}$, there exists a real number $t(x)$ satisfying $|t(x)| \leq(\log x)^{1 / 19}$ such that for $1 \leq Q \leq w_{0}$ and $x>w_{0}$ we have

$$
A(x / Q)=\sum_{n \leq x / Q} \mathcal{G}(n)=Q^{-1-i t(x)} A(x)+O\left[\frac{x}{Q}\left(\frac{\log 2 w_{0}}{\log x}\right)^{1 / 19}\right]
$$

Let $Q \geq 2$ be an integer. From the above relation and the fact $\mathcal{G} \in \mathcal{M}^{*}(1)$, we have

$$
\begin{gather*}
\sum_{\substack{n \leq x \\
n \equiv 0(\bmod Q)}} \mathcal{G}(n)=\mathcal{G}(Q) \sum_{m \leq x / Q} \mathcal{G}(m)  \tag{56}\\
=Q^{-1-i t(x)} \mathcal{G}(Q) A(x)+O\left[\frac{x}{Q} \mathcal{G}(Q)\left(\frac{\log 2 w_{0}}{\log x}\right)^{1 / 19}\right] .
\end{gather*}
$$

Let $R$ be an integer for which $0 \leq R<Q$. Then, by (55) and (56), we deduce that

$$
\begin{aligned}
& \sum_{n \equiv R}^{n \leq x}(\bmod Q) \\
& \mathcal{G}(n)=\sum_{Q m+R \leq x}[\mathcal{G}(Q m+R)-\mathcal{G}(Q m)]+\sum_{Q m+R \leq x} \mathcal{G}(Q m) \\
&=Q^{-1-i t(x)} \mathcal{G}(Q) A(x)+O\left[\frac{x}{Q} \mathcal{G}(Q)\left(\frac{\log 2 w_{0}}{\log x}\right)^{1 / 19}\right]+o(x)
\end{aligned}
$$

holds for each integer $0 \leq R \leq Q-1$. Thus, by adding the above relations, we get

$$
\begin{equation*}
A(x)=Q^{-i t(x)} \mathcal{G}(Q) A(x)+O\left[x \mathcal{G}(Q)\left(\frac{\log 2 w_{0}}{\log x}\right)^{1 / 19}\right]+o(Q x) \tag{57}
\end{equation*}
$$

By (15), we can choose a constant $C>0$ and a sequence $\left\{x_{i}\right\}_{i=1}^{\infty}, x_{i} \rightarrow \infty$ such that

$$
\left|\frac{A\left(x_{i}\right)}{x_{i}}\right| \geq C>0 \quad \text { as } x_{i} \rightarrow \infty
$$

Then (57) gives

$$
C\left|1-\frac{\mathcal{G}(Q)}{Q^{i t\left(x_{i}\right)}}\right| \leq\left|1-\frac{\mathcal{G}(Q)}{Q^{i t\left(x_{i}\right)}}\right| \cdot\left|\frac{A\left(x_{i}\right)}{x_{i}}\right|=o(1),
$$

and so

$$
\begin{equation*}
Q^{i t\left(x_{i}\right)} \rightarrow \mathcal{G}(Q) \quad \text { as } x_{i} \rightarrow \infty . \tag{58}
\end{equation*}
$$

Since (58) holds for all integers $Q$ for which $1 \leq Q \leq w_{0}$, and for each $Q$ we get from (58) that

$$
\begin{equation*}
t\left(x_{i}\right) \rightarrow t \quad \text { as } x_{i} \rightarrow \infty \tag{59}
\end{equation*}
$$

thus (58) and (59) imply that

$$
\begin{equation*}
\mathcal{G}(Q)=Q^{i t} \tag{60}
\end{equation*}
$$

for all $1 \leq Q \leq w_{0}$. This with $w_{0} \rightarrow \infty$ shows that (60) holds for all positive integers $Q$.

Since

$$
\mathcal{G}(n)=\left[g_{1}(n)\right]^{k} \quad \text { and } \quad \mathcal{G}(n)=n^{i t} \quad(n=1,2, \ldots),
$$

it follows that for each positive integer $n$ there is a complex number $G(n)$ such that

$$
\begin{equation*}
g_{1}(n)=n^{i t / k} G(n) . \tag{61}
\end{equation*}
$$

It is obvious that $G \in \mathcal{M}^{*}(1)$ and

$$
[G(n)]^{k}=1 \quad(n=1,2, \ldots)
$$

Let $\tau:=t / k$. By (61) we have

$$
G(n+1)-G(n)=\frac{g_{1}(n+1)-g_{1}(n)}{n^{i \tau}}-G(n+1) \frac{(n+1)^{i \tau}-(n)^{i \tau}}{n^{i \tau}},
$$

which with (55) implies that

$$
\sum_{n \leq x}|G(n+1)-G(n)|=o(x) \quad \text { as } x \rightarrow \infty
$$

This completes the proof of Theorem 4.
Remark. We can use Theorem 2 of A. Hildebrand [5] to prove (60), i.e.

$$
\left[g_{1}(Q)\right]^{k}=Q^{i t} \quad(Q=1,2, \ldots)
$$

holds for some real number $t$. Indeed, by using Halász' theorem, it follows by (15) that for some real number $t$

$$
\operatorname{Re} \sum_{p} \frac{1}{p}\left(1-\frac{\left(g_{1}(p)\right)^{k}}{p^{-i t}}\right)<\infty
$$

the series being taken over all primes $p$. It follows from Theorem 2 of A. Hildebrand [5] that the above inequality implies

$$
\frac{1}{x} \sum_{n \leq x} \frac{\left(g_{1}(n)\right)^{k}}{\left(g_{1}(n+1)\right)^{k}} \rightarrow \prod_{p} F_{p}
$$

where

$$
F_{p}=1-\frac{2}{p}+2\left(1-\frac{1}{p}\right) \operatorname{Re} \frac{\left(g_{1}(p)\right)^{k} p^{-i t}}{p-\left(g_{1}(p)\right)^{k} p^{-i t}} .
$$

Thus, the last relations with (55) jointly imply that $F_{p}=1$ holds for each prime $p$, i.e. $\left(g_{1}(p)\right)^{k}=p^{i t}$. Thus, by using the complete multiplicativity of $g_{1}$, we obtain (60).
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