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## §1. Introduction

The main purpose of this paper is to describe the structure of the sets of solutions of systems of decomposable form equations over finitely generated domains over $\mathbb{Z}$. Such a system of equations can be written in the form

$$
\begin{equation*}
F_{i}\left(x_{1}, \ldots, x_{m}\right)=\beta_{i} \quad \text { in } x_{1}, \ldots, x_{m} \in R, \quad i=1, \ldots, k \tag{1.1}
\end{equation*}
$$

or, more generally, ${ }^{1)}$

$$
\begin{equation*}
F_{i}\left(x_{1}, \ldots, x_{m}\right) \in \beta_{i} R^{*} \text { in } x_{1}, \ldots, x_{m} \in R, \quad i=1, \ldots, k \tag{1.2}
\end{equation*}
$$

where $R$ is a finitely generated extension ring of $\mathbb{Z}$ in a finitely generated extension field $K$ of $\mathbb{Q}$, the $\beta_{i}$ are elements of $K^{*}$ and the $F_{i}$ are decomposable forms with coefficients in $K$ (i.e. homogeneous polynomials which factorize into linear factors over some finite extension of $K$ ). In (1.2), two solutions are identified if they differ only by a proportional factor from $R^{*}$. Decomposable form equations (case $k=1$ ) and systems of decomposable form equations are of fundamental importance in the theory of diophantine equations. Many problems in number theory can be reduced to equations or systems of equations of this type. Norm form equations form an important class of decomposable form equations. In the case that $K=\mathbb{Q}, R=\mathbb{Z}, k=1$ and $F_{1}$ is a norm form, Schmidt [29] proved that

[^0]all solutions of (1.1) belong to finitely many families of solutions. This was extended by Schlickewei [25] to the case of arbitrary finitely generated subrings $R$ of $\mathbb{Q}$. Later, Laurent [18] generalized these results to norm form equations over finitely generated extension rings $R$ of $\mathbb{Z}$ (general case), with a slightly weaker notion of family of solutions.

In our paper, we define families of solutions for systems of equations (1.1) and (1.2) and generalize the results of Schmidt, SchlickEWEI and LAURENT for arbitrary systems of decomposable form equations over finitely generated domains over $\mathbb{Z}$. We prove that the set of solutions of (1.1) (resp. of (1.2)) is the union of finitely many families of solutions. Moreover, we derive upper bounds for the numbers of these families of solutions which are independent of the coefficients of the decomposable forms involved (cf. Theorems 1,2 in § 3). In fact, we consider more general systems of decomposable form equations (cf. $\S \S 2$ and 3 ). As a consequence, we get (cf. Corollaries 1 and 1') a general and quantitative finiteness criterion for (1.2) to have only finitely many solutions for every finitely generated subring $R$ of $K$ and every $\beta_{i}$ in $K^{*}$. This implies some earlier results of Evertse and Győry [6] and Evertse, GaÁl and GYŐRY [10] on decomposable form equations.

More precise and explicit versions of Theorem 1 are established (cf. Theorems 4, 4' in $\S 4$ ) in the special case when $K$ is an algebraic number field and $R$ is the ring of $S$-integers of $K$ (number field case). As a consequence, an explicit upper bound is given for the number of solutions, provided that this number is finite (cf. Corollary 2). Further, a quantitative finiteness criterion is established in the case when the ground ring is fixed, and only the constant terms $\beta_{i}$ vary.

In § 5, our results are specialized to norm form equations. We obtain as a consequence quantitative versions (cf. Theorems 6 and 7) of the above mentioned finiteness results of Schmidt, Schlickewei and Laurent on families of solutions. As a further consequence, we establish in the number field case some finiteness criteria and, under the finiteness condition, we derive explicit upper bounds for the numbers of solutions (cf. Theorem 8 and Corollary 4). These are quantitative generalizations for the number field case of well-known qualitative finiteness results of Schmidt [28] and Schlickewei [25] concerning the numbers of solutions of norm form equations. It should be remarked that in the case $K=\mathbb{Q}, R=\mathbb{Z}$, Schmidt [32] has recently obtained a better bound for the number of solutions of norm form equations in terms of certain parameters.

In § 6, some applications are presented to generalized systems of unit equations and, in the number field case, an explicit version of a finiteness result of Laurent [18] is established (cf. Theorem 9).

In the general case, our proofs involve a general finiteness result of Evertse and Győry [8] on unit equations whose proof depends among other things on Schlickewei's p-adic generalization [24] of Schmidt's subspace theorem [30].Consequently, all results in this paper are ineffective.

It is a consequence of the non-explicit character of the utilized result of [8] that, in the general case, we are not able to make explicit our upper bounds in terms of each parameter. Over number fields, for the case of $S$-unit equations, the result in question of [8] has recently been made explicit by Schlickewei [26] by means of his $p$-adic generalization [27] of Schmidt's recent quantitative subspace theorem [31]. This explicit version enables us to make explicit all our bounds in the number field case.

Schmidt [29] and Schlickewei [25] deduced their finiteness results on the families of solutions of norm form equations from their subspace theorems. In [6], we gave with Evertse another proof for these theorems by using qualitative finiteness results (cf. [21], [4]) on the number of nondegenerate solutions (cf. §6) of unit equations. Further, we pointed out that our general finiteness criteria obtained in [6] for decomposable form equations are in fact equivalent with these finiteness results concerning unit equations. The results of the present paper illustrate that there is also a close connection between the structure of the sets of solutions of systems of decomposable form equations and that of systems (or generalized systems) of unit equations. Apart from the form of the bounds, our Theorems 4 and 4' concerning systems of decomposable form equations and our Theorem 9 concerning generalized systems of unit equations are in fact equivalent.

Obviously, the main results of our paper can also be applied to other classes of decomposable form equations, for example to Thue equations, discriminant form equations and index form equations. We shall not, however, deal with these applications because effective results and better upper bounds are known for these equations (see e.g. [12], [13], [7] and the references given there).

Finally, we remark that, in the number field case, some qualitative finiteness results on families of solutions of decomposable form equations have been established independently by Evertse (private communication).

## §2. Notation, terminology and preliminary remarks

For certain applications, it will be convenient to consider decomposable forms and systems of decomposable form equations in a more general context. Let $K$ be a finitely generated extension field of $\mathbb{Q}$, and $V$ a finite dimensional $K$-vector space. A decomposable form on $V$ over $K$ is a function $F: V \rightarrow K$ for which there are a field extension $G / K$ and $K$-linear functions $\ell_{1}, \ldots, \ell_{f}: V \rightarrow G$ such that

$$
\begin{equation*}
F(\mathbf{x})=\ell_{1}(\mathbf{x}) \cdots \ell_{f}(\mathbf{x}) \text { for all } \mathbf{x} \in V \tag{2.1}
\end{equation*}
$$

Then we say that $F$ factorizes into linear factors over $G$ and that $F$ is of degree $f$. The degree is uniquely determined. $F$ is called reducible over $K$ if it is the product of two decomposable forms on $V$ of lower degree over $K$ and irreducible otherwise. The rank of $F$ is defined as the dimension of the
$G$-vector space of $K$-linear functions generated by $\left\{\ell_{1}, \ldots, \ell_{f}\right\}$. The rank is independent of the choice of $\ell_{1}, \ldots, \ell_{f}$ and $G$ and is at most $\operatorname{dim}_{K} V$. The form $F$ is called of maximal rank over $K$ if $\operatorname{rank} F=\operatorname{dim}_{K} V$. If in particular $V=K^{n}$ for some $n \geq 2$ and $\mathbf{e}_{1}=(1,0, \ldots, 0)^{T}, \ldots, \mathbf{e}_{n}=$ $(0, \ldots, 0,1)^{T}$ is the standard basis of $K^{n}$, we identify $F(\mathbf{x})$ on $K^{n}$ with the homogeneous polynomial

$$
F(\mathbf{X})=F\left(X_{1} \mathbf{e}_{1}+\cdots+X_{n} \mathbf{e}_{n}\right) \in K\left[X_{1}, \ldots, X_{n}\right]
$$

This polynomial is also called a decomposable form. For these definitions and further general facts about decomposable forms, we refer to [9].

Let $R$ be a subring of $K$ with 1 which is finitely generated over $\mathbb{Z}$ and which has $K$ as its quotient field. By a theorem of Nagata [19], the integral closure of $R$ in $K$ is also finitely generated over $\mathbb{Z}$. Hence, for later convenience, we asssume that $R$ itself is already integrally closed in $K$. As is known (see e.g. [17]), $R^{*}$ is finitely generated. Let $\mathfrak{M}$ be an $R$-lattice, i.e. a finitely generated $R$-submodule of some $K$-vektor space. Put $K \mathfrak{M}:=$ $\{\lambda \mathbf{x}: \lambda \in K, \mathbf{x} \in \mathfrak{M}\}$ and assume that $n:=\operatorname{dim}_{K} K \mathfrak{M} \geq 2$. Consider $k \geq 1$ decomposable forms $F_{1}, \ldots, F_{k}$ on $K \mathfrak{M}$ over $K$ with respective degrees $f_{1}, \ldots, f_{k}$ which factorize into linear factors over $G$. The product $F_{1} \ldots F_{k}$ is also a decomposable form on $K \mathfrak{M}$ over $K$. We assume that it is of maximal rank over $K$. Further, we may assume that $G$ is the splitting field of $F_{1}, \ldots, F_{k}$, i.e. the smallest extension of $K$ over which $F_{1}, \ldots, F_{k}$ factorize into linear factors. Let $\beta_{1}, \ldots, \beta_{k}$ be non-zero elements of $R$. We shall deal with the system of decomposable form equations

$$
\begin{equation*}
F_{i}(\mathbf{x}) \in \beta_{i} R^{*} \text { in } \mathbf{x} \in \mathfrak{M}, \quad i=1, \ldots, k \tag{2.2}
\end{equation*}
$$

This is obviously a generalization of (1.2).
Denote by $\operatorname{Gal}(G / K)$ the Galois group of $G / K$. The form $F_{1} \cdots F_{k}$ can be factorized as

$$
\begin{equation*}
F_{1}(\mathbf{x}) \cdots F_{k}(\mathbf{x})=\alpha \prod_{j=1}^{f} \ell_{j}(\mathbf{x}) \text { for all } \mathbf{x} \in K \mathfrak{M} \tag{2.3}
\end{equation*}
$$

where $\alpha \in K^{*}$ and $\ell_{1}, \ldots, \ell_{f}: K \mathfrak{M} \rightarrow G$ are linear functions with the following properties: $\ell_{i}=\ell_{j}$ if $\ell_{i}$ and $\ell_{j}$ are linearly dependent over $G$ and

$$
\begin{equation*}
\sigma\left(\ell_{j}\right)=\ell_{\sigma(j)} \text { for } j=1, \ldots, f \text { and for all } \sigma \in \operatorname{Gal}(G / K) \tag{2.4}
\end{equation*}
$$

where $\{\sigma(1), \ldots, \sigma(f)\}$ is a permutation of $\{1, \ldots, f\}$. Moreover, putting $\mathcal{J}=\{1, \ldots, f\}$, there is a partition $\left\{\mathcal{J}_{1}, \ldots, \mathcal{J}_{k}\right\}$ of $\mathcal{J}$ such that for $i=$ $1, \ldots, k$, there exists an $\alpha_{i} \in K^{*}$ for which

$$
\begin{equation*}
F_{i}(\mathbf{x})=\alpha_{i} \prod_{j \in \mathcal{J}_{i}} \ell_{j}(\mathbf{x}) \text { for } \mathbf{x} \in K \mathfrak{M}, \sigma\left(\mathcal{J}_{i}\right)=\mathcal{J}_{i} \text { for } \sigma \in \operatorname{Gal}(G / K) \tag{2.5}
\end{equation*}
$$

Partition $\mathcal{J}$ into $\operatorname{Gal}(G / K)$-orbits $\mathcal{C}_{1}, \ldots, \mathcal{C}_{v}$ sucht that $j_{1}$ and $j_{2}$ belong to the same orbit if and only if $\ell_{j_{2}}=\sigma\left(\ell_{j_{1}}\right)$ for some $\sigma \in \operatorname{Gal}(G / K)$. For
given $w$ with $1 \leq w \leq v, \ell_{j}$ occurs with the same multiplicity, say $e_{w}$, in (2.3) for each $j \in \mathcal{C}_{w}$. For $k=1, v=1$, and $e_{1}=1, F_{1}(\mathbf{x})$ is in fact a norm form on $K \mathfrak{M}$ over $K$, and (2.2) is a system of norm form equations.

We introduce now the concept of family of solutions. Denote by M the set of tuples $\boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{f}\right) \in G^{f}$ for which

$$
\left\{\begin{array}{l}
\lambda_{j}=\lambda_{j^{\prime}} \text { if } \ell_{j}=\ell_{j^{\prime}}, j, j^{\prime} \in \mathcal{J} \text { and } \sigma\left(\lambda_{j}\right)=\lambda_{\sigma(j)}  \tag{2.6}\\
\text { for all } j \in \mathcal{J} \text { and } \sigma \in \operatorname{Gal}(G / K)
\end{array}\right.
$$

where $\{\sigma(1), \ldots, \sigma(f)\}$ is the same permutation of $\{1, \ldots, f\}$ as in (2.4) and (2.5). Defining the product of $\boldsymbol{\lambda} \in \mathbf{M}$ and $\boldsymbol{\mu} \in \mathbf{M}$ coordinatewise, $\mathbf{M}$ becomes a $K$-subalgebra of $G^{f}$. It is easy to see that $\operatorname{dim}_{K} \mathbf{M}=r$, where $r$ denotes the maximal number of pairwise linearly independent linear functions in $\left\{\ell_{j}\right\}_{j \in \mathcal{J}}$. The element $\mathbf{1}=(1, \ldots, 1)$ of $\mathbf{M}$ is the unit element of $\mathbf{M}$. We denote by $\mathbf{M}^{*}$ the multiplicative group of invertible elements of $\mathbf{M}$. For $i=1, \ldots, k$, we define $N_{i}(\boldsymbol{\lambda})$ as the product of all coordinates $\lambda_{j}$ of $\boldsymbol{\lambda} \in \mathbf{M}$ with $j \in \mathcal{J}_{i}$. It is clear that $N_{i}()$ is multiplicative and that $N_{i}(\boldsymbol{\lambda}) \in K$ for all $\boldsymbol{\lambda} \in \mathbf{M}, i=1, \ldots, k$. The linear mapping

$$
\begin{equation*}
\Psi: K \mathfrak{M} \rightarrow G^{f} \quad: \quad \mathbf{x} \mapsto\left(\ell_{1}(\mathbf{x}), \ldots, \ell_{f}(\mathbf{x})\right) \tag{2.7}
\end{equation*}
$$

is injective because $F_{1} \cdots F_{k}$ is of maximal rank. In view of (2.4) and (2.6), $\Psi(K \mathfrak{M})$ is contained in $\mathbf{M}$. Further, $\mathcal{M}:=\Psi(\mathfrak{M})$ is an $R$-lattice in $\mathbf{M}$, and $\Psi$ induces an isomorphism between $\mathfrak{M}$ and $\mathcal{M}$ (as well as between $K \mathfrak{M}$ and $K \mathcal{M})$. We say that $\mathcal{M}$ is full in $\mathbf{M}$ if $\mathcal{K} \mathcal{M}=\mathbf{M}$.

It will be more convenient to consider the system of equations (2.2) in the form

$$
\alpha_{i} N_{i}(\boldsymbol{\mu}) \in \beta_{i} R^{*} \quad \text { in } \boldsymbol{\mu} \in \mathcal{M}, i=1, \ldots, k
$$

(2.7) establishes a one-to-one correspondence between the solutions $\mathbf{x}$ of (2.2) and the solutions $\boldsymbol{\mu}$ of (2.2'). If in particular $k=1, v=1$ and $e_{1}=1$ then (omitting everywhere the subscripts), (2.2') reduces to the norm form equation

$$
\begin{equation*}
\alpha N_{M / K}(\mu) \in \beta R^{*} \quad \text { in } \mu \in \mathcal{M} \tag{2.2"}
\end{equation*}
$$

where $\mathcal{M}$ denotes now the $R$-module $\{\ell(\mathbf{x}): \mathbf{x} \in \mathfrak{M}\}$ and $M$ is a suitable subfield of $G$ containing $K$ and $K \mathcal{M}$.

A partition $I=\left\{A_{1}, \ldots, A_{h}\right\}$ of $\mathcal{J}$ (into non-empty subsets $A_{1}, \ldots, A_{h}$ ) will be called symmetric with respect to $\operatorname{Gal}(G / K)$ or simply sysmmetric if

$$
\left\{\begin{array}{l}
j, j^{\prime} \in \mathcal{J} \text { belong to the same subset if } \ell_{j}=\ell_{j^{\prime}} \text { in }(2.3)  \tag{2.8}\\
\text { and } \sigma\left(A_{1}\right), \ldots, \sigma\left(A_{h}\right) \text { is a permutation of } A_{1}, \ldots, A_{h} \\
\text { for each } \sigma \in \operatorname{Gal}(G / K)
\end{array}\right.
$$

For a symmetric partition $I=\left\{A_{1}, \ldots, A_{h}\right\}$ of $\mathcal{J}$, we denote by $\mathbf{L}=$ $\mathbf{L}(I)$ the subset of $\mathbf{M}$ consisting of all elements $\boldsymbol{\lambda}$ of $\mathbf{M}$ for which $\lambda_{j}=$ $\lambda_{j^{\prime}}$ whenever $j$ and $j^{\prime}$ belong to the same subset in the partition $I$ of $\mathcal{J}$. Partition now $\mathcal{J}$ into $\operatorname{Gal}(G / K)$-orbits such that the elements of the subsets $A_{\ell}$ and $A_{m}$ of the partition $I$ belong to the same orbit if and only if $\sigma\left(A_{\ell}\right)=A_{m}$ for some $\sigma \in \operatorname{Gal}(G / K)$. Pick a full set of representatives, say $\left\{j_{1}, \ldots, j_{b}\right\}$, of these orbits. Then it is easy to see that for given $a$ with $1 \leq a \leq b$, the coordinates $\lambda_{j_{a}}$ in $\boldsymbol{\lambda} \in \mathbf{L}$ form a subfield $L_{j_{a}}$ of $G$ containing $K$, that $\mathbf{L}$ is a $K$-subalgebra of $\mathbf{M}$ with unit element $\mathbf{1}$ and that

$$
\begin{equation*}
\mathbf{L}=\mathbf{L}(I) \text { is isomorphic to the } K \text {-algebra } L_{j_{1}} \oplus \cdots \oplus L_{j_{b}} \tag{2.9}
\end{equation*}
$$

(where the fields $L_{j_{1}}, \ldots, L_{j_{b}}$ are not necessarily distinct). We note that for $k=1$ and $v=1$ we have $b=1$ in (2.9). If in particular $I=\{\mathcal{J}\}$, then $b=1, L_{j_{1}}=K$ and the corresponding subalgebra $\mathbf{L}(\mathcal{J})$ is denoted by $\mathbf{K}$. Sometimes we shall identify $\mathbf{K}$ by $K$. Further, if $I_{0}$ denotes that partition of $\mathcal{J}$ for which $j, j^{\prime} \in \mathcal{J}$ belong to the same subset if and only if $\ell_{j}=\ell_{j^{\prime}}$ in (2.3), then $\mathbf{M}=\mathbf{L}\left(I_{0}\right)$. Finally, it is not difficult to show that for any $K$-subalgebra $\mathbf{L}$ of $\mathbf{M}$ with $\mathbf{1}$ there is a symmetric partition $I$ of $\mathcal{J}$ such that $\mathbf{L}=\mathbf{L}(I)$. Consequently, the $K$-subalgebras $\mathbf{L}=\mathbf{L}(I)$ of $\mathbf{M}$ under consideration are precisely the subalgebras $\mathbf{L}$ of $\mathbf{M}$ containing $\mathbf{K}$.

Let $\mathbf{L}$ be a subalgebra of $\mathbf{M}$ containing $\mathbf{1}$; then $\mathbf{L}=\mathbf{L}(I)$ with a symmetric partition $I$ of $\mathcal{J}$. Let $R_{\mathbf{L}}$ denote the set of those elements $\boldsymbol{\lambda}=\left(\lambda_{j}\right)$ of $\mathbf{L}$ for which all coordinates $\lambda_{j}$ are integral over $R$. It is easy to see that $R_{\mathbf{L}}$ is a subring of $\mathbf{L}$ with unit element 1. Further, for the unit group $R_{\mathbf{L}}^{*}$ of $R_{\mathbf{L}}$, we get by (2.9) that

$$
\begin{equation*}
R_{\mathbf{L}}^{*} \text { is isomorphic to } R_{L_{J_{1}}}^{*} \times \cdots \times R_{L_{j_{b}}}^{*} \tag{2.10}
\end{equation*}
$$

where $R_{L_{j_{a}}}^{*}$ denotes the unit group of the subring of $L_{j_{a}}$ consisting of all integral elements of $L_{j_{a}}$ over $R$. The group $R_{L_{j_{a}}}^{*}$ is finitely generated for each $a$ (cf. [19], [17]) hence, by (2.10), $R_{\mathbf{L}}^{*}$ is also finitely generated.

For every solution $\boldsymbol{\mu}^{\prime}$ of (2.2') and every subalgebra $\mathbf{L}$ of $\mathbf{M}$ containing $\mathbf{1}$ for which $\boldsymbol{\mu}^{\prime} \mathbf{L} \subseteq K \mathcal{M}$, all elements of $\left(\boldsymbol{\mu}^{\prime} R_{\mathbf{L}}^{*}\right) \cap \mathcal{M}$ are solutions of (2.2'). Such a subset of solutions $\left(\boldsymbol{\mu}^{\prime} R_{\mathbf{L}}^{*}\right) \cap \mathcal{M}$ of $\left(2.2^{\prime}\right)$ is called an $(\mathcal{M}, \mathbf{L})$-family of solutions in a wider sense or simply a wide $(\mathcal{M}, \mathbf{L})$-family of solutions ${ }^{2}$.

To state our results in a quantitative form, we need some further notation and assumptions. Let $m$ be the minimal cardinality of the sets of generators of $\mathfrak{M}$. A set of generators of minimal cardinality is called minimal. We assume that the decomposable forms $F_{1}, \ldots, F_{k}$ are integral on $\mathfrak{M}$, i.e. that for some set of generators $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right\}$ of $\mathfrak{M}$, the polynomial $F_{i}\left(\sum_{j=1}^{m} X_{j} \mathbf{a}_{j}\right)$ has its coefficients in $R$ for $i=1, \ldots, k$. This notion of

[^1]integrality is independent of the choice of $\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}$. In what follows, we fix a minimal set of generators $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right\}$ of $\mathfrak{M}$. We denote by $m_{i}$ the number of those variables in the polynomial $F_{i}\left(\sum_{j=1}^{m} X_{j} \mathbf{a}_{j}\right)$ which have non-zero coefficients, $i=1, \ldots, k$. It is clear that $m_{i} \leq m$ for $i=1, \ldots, k$.

By the assumption made on $R$, there exists a divisor theory for $R$. For a non-zero element $\alpha \in R$ and for a positive integer $q$, we denote by $\tau_{q}(\alpha)$ the number of factorizations of the principal divisor ( $\alpha$ ) into $q$ integral divisors in $R$, and by $\omega(\alpha)$ the number of distinct prime divisors of $(\alpha)$. Denote by $R_{G}$ the integral closure of $R$ in $G$. Then both $R_{G}$ and $R_{G}^{*}$ are finitely generated (cf. [17], [19]). For all $\mathbf{x} \in \mathfrak{M}$, there is at least one tuple $\left(x_{1}, \ldots, x_{m}\right) \in R^{m}$ for which

$$
\begin{equation*}
\mathbf{x}=x_{1} \mathbf{a}_{1}+\cdots+x_{m} \mathbf{a}_{m} \tag{2.11}
\end{equation*}
$$

holds. A solution $\mathbf{x} \in \mathfrak{M}$ of (2.2) is called primitive (with respect to $\left.\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right\}\right)$ if $\mathbf{x}$ has a representation of the form (2.11) such that the divisors $\left(x_{1}\right), \ldots,\left(x_{m}\right)$ are relatively prime in $R$.

For $i=1, \ldots, k, t_{i}$ (resp. $r_{i}$ ) denotes the maximal number of (pairwise) linearly independent linear functions in $\left\{\ell_{j}\right\}_{j \in \mathcal{J}_{i}}, q_{i}:=\min \left\{m_{i}-1, t_{i}\right\}$ and $u_{i}$ is the maximum of the degrees of the irreducible factors of $F_{i}$ over $K$. We note that $r \leq r_{1}+\cdots+r_{k}$. Throughout this paper, $C_{k}$ and $C_{k}^{*}$ will denote the following expressions:

$$
\begin{equation*}
C_{k}=\prod_{i=1}^{k}\binom{r_{i}}{q_{i}}^{\omega\left(\beta_{i}\right)} \tau_{q_{i}+1}\left(\beta_{i}^{u_{i}}\right) \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{k}^{*}=\prod_{i=1}^{k}\binom{r_{i}}{q_{i}}^{\omega\left(\beta_{i}\right)} \tau_{q_{i}}\left(\beta_{i}^{u_{i}}\right) \tag{2.13}
\end{equation*}
$$

For any finitely generated multiplicative subgroup $\Gamma$ of $G^{*}$ and for any integer $p \geq 2$, there is a number $B(p, \Gamma)$ with the following property: if $\alpha_{1}, \ldots, \alpha_{i} \in G^{*}$ with $2 \leq i \leq p$, then the solutions of the equation

$$
\begin{equation*}
\alpha_{1} x_{1}+\cdots+\alpha_{i} x_{i}=1 \text { in } x_{1}, \ldots, x_{i} \in \Gamma \tag{2.14}
\end{equation*}
$$

are contained in the union of at most $B(p, \Gamma)(i-1)$-dimensional linear subspaces of $K^{i}$. The existence of such a bound $B(p, \Gamma)$ was proved by Evertse and Győry [8]. Equations of the form (2.14) are called unit equations.

## §3. Results for systems of decomposable form equations in the general case

In this section, we keep the notation and assumptions made in § 2 .

Theorem 1. The set of solutions of (2.2') is the union of at most

$$
\begin{equation*}
C_{k} \prod_{i=2}^{n} B\left(i, R_{G}^{*}\right) \tag{3.1}
\end{equation*}
$$

wide families of solutions. Further, if $\mathcal{M}$ is full in $\mathbf{M}$ then the set of solutions of $\left(2,2^{\prime}\right)$ is contained in the union of at most $C_{k}$ wide $(M, \mathbf{M})$ families of solutions.

Let $U$ be an arbitrary subgroup of $R^{*}$, and consieder the generalization

$$
\begin{equation*}
\alpha_{i} N_{i}(\boldsymbol{\mu}) \in \beta_{i} U \text { in } \boldsymbol{\mu} \in \mathcal{M}, i=1, \ldots, k \tag{3.2}
\end{equation*}
$$

of (2.2'). For any subalgebra $\mathbf{L}$ of $\mathbf{M}$ containing $\mathbf{1}$, denote by $U_{\mathbf{L}}$ the subgroup of $R_{\mathbf{L}}^{*}$ consisting of all elements $\boldsymbol{\lambda}$ with $N_{i}(\boldsymbol{\lambda}) \in U$ for $i=1, \ldots, k$. Then $U_{\mathbf{L}}$ is also finitely generated. Further, for every solution $\boldsymbol{\mu}$ of (3.2) with $\boldsymbol{\mu} \mathbf{L} \subseteq K \mathcal{M}$, all elements of $\left(\boldsymbol{\mu} U_{\mathbf{L}}\right) \cap \mathcal{M}$ are also solutions of (3.2). Such a set of solutions is called a wide $(\mathcal{M}, \mathbf{L})$-family of solutions of $(3.2)$.

From Theorem 1, it is easy to deduce a similar result for (3.2). Indeed, by Theorem 1, all solutions of (3.2) are contained in the union of finitely many sets of the form $\boldsymbol{\mu} R_{\mathbf{L}}^{*} \cap \mathcal{M}$ where $\boldsymbol{\mu}$ is a solution of (2.2') and $\mathbf{L}$ is a subalgebra of $\mathbf{M}$ with $\mathbf{1}$ and with $\boldsymbol{\mu} \mathbf{L} \subseteq K \mathcal{M}$. But if $\boldsymbol{\mu} R_{\mathbf{L}}^{*}$ has an element which satisfies (3.2) then we may assume that $\boldsymbol{\mu}$ itself is such an element. Hence all elements of $\boldsymbol{\mu} R_{\mathbf{L}}^{*}$ satifsfying (3.2) belong to $\boldsymbol{\mu} U_{\mathbf{L}}$. This implies the following.

Theorem 2. The set of solutions of (3.2) is the union of finitely many wide families of solutions of (3.2). Further, the number of these families of solutions is bounded above by (3.1) in general, and by $C_{k}$ if $\mathcal{M}$ is full in M .

For $U=R^{*}$, Theorem 2 gives Theorem 1 and hence Theorems 1 and 2 are equivalent. Another interesting special case is when $U=\{1\}$. Denote by $E_{\mathbf{L}}$ the subgroup of $R_{\mathbf{L}}^{*}$ consisting of elements $\boldsymbol{\lambda}$ with $N_{i}(\boldsymbol{\lambda})=1$ for $i=1, \ldots, k$. Then, by Theorem 2, the set of solutions of the system of equations

$$
\begin{equation*}
\alpha_{i} N_{i}(\boldsymbol{\mu})=\beta_{i} \text { in } \boldsymbol{\mu} \in \mathcal{M}, \quad i=1, \ldots, k, \tag{3.3}
\end{equation*}
$$

is the union of finitely many sets of the form $\left(\boldsymbol{\mu} E_{\mathbf{L}}\right) \cap \mathcal{M}$ where $\boldsymbol{\mu}$ is a solution of (3.3) with $\boldsymbol{\mu} \mathrm{L} \subseteq K \mathcal{M}$. Further, Theorem 2 furnishes an upper bound for the number of these sets.

We shall say that $\mathcal{M}$ is degenerate ( resp. non-degenerate) if there exists (no) a subalgebra $\mathbf{L}$ of $\mathbf{M}$ with $\mathbf{1}$, different from $\mathbf{K}=\mathbf{K}(\mathcal{J})$, such that $\boldsymbol{\nu} \mathbf{L} \subset K \mathcal{M}$ for some $\boldsymbol{\nu} \in \mathbf{M}^{*}$. If $\mathcal{M}$ is non-degenerate then, by Theorem 1, all solutions of ( $2.2^{\prime}$ ) are contained in the union of at most $C_{k} \Pi_{i=2}^{n} B\left(i, R_{G}^{*}\right)$ sets of the form $\boldsymbol{\mu} R_{\mathbf{K}}^{*}$. Since, by assumption, $R$ is integrally closed, we may take $\boldsymbol{\mu} R^{*}$ instead of $\boldsymbol{\mu} R_{\mathbf{K}}^{*}$. A set of solutions of the form $\boldsymbol{\mu} R^{*}$ is called an
$R^{*}$-coset of solutions of (2.2'). Hence Theorem 1 implies the implication $(i) \Longrightarrow(i i)$ in Corollary 1 below. The implication $(i i) \Longrightarrow(i)$ follows from Theorem 4 of [6] and Lemma 8 of the present paper.

Corollary 1. The following two statements are equivalent.
(i) $\mathcal{M}$ is non-degenerate;
(ii) For every $\left(\beta_{1}, \ldots, \beta_{k}\right) \in\left(K^{*}\right)^{k}$ and every integrally closed subring $R$ of $K$ with 1 which has $K$ as its quotient field and which is finitely generated over $\mathbb{Z}$, the system of equations (2.2') has only finitely many $R^{*}$-cosets of solutions.
Moreover, if (i) holds then under the notation and assumptions made in § 2 on $\mathcal{M}$ and $\beta_{1}, \ldots, \beta_{k}$, the number of $R^{*}$-cosets of solutions is bounded above by the number occurring in (3.1) of Theorem 1.

In order to compare Corollary 1 with earlier finiteness criteria concerning decomposable form equations, we now reformulate the finiteness condition ( $i$ ) for the system of equations (2.2). If $\mathbf{x}$ is a solution of (2.2) then $\mathbf{x} R^{*}$ is called an $R^{*}$-coset of solutions of (2.2). If in particular $\mathbf{x}$ is a primitive solution then every element of $\mathbf{x} R^{*}$ is also a primitive solution. We recall that $\ell_{1}, \ldots, \ell_{f}$ are the linear functions in the factorization (2.3) of $F_{1} \ldots F_{k}$ over $G$. Denote by $\mathcal{L}$ the collection of linear functions $\left\{\ell_{1}, \ldots, \ell_{f}\right\}$. A non-zero subspace $H$ of $K \mathfrak{M}$ is called $\mathcal{L}$-admissible (or simply admissible) if no linear function in $\mathcal{L}$ vanishes identically on $H$. Further, an $\mathcal{L}$-admissible subspace $H$ of $K \mathfrak{M}$ is called $\mathcal{L}$-non-degenerate or $\mathcal{L}$-degenerate (or simply non-degenerate or degenerate) according as $\mathcal{L}$ does or does not contain a subset of at least three linear functions which are linearly dependent on $H$, but pairwise linearly independent on $H$. In particular, $H$ is degenerate if $H$ has dimension 1. We shall show in $\S 7$ (cf. Lemma 8) that $\mathcal{M}$ is non-degenerate if and only if every admissible subspace of $K \mathfrak{M}$ of dimension $\geq 2$ is non-degenerate. Hence, for $k=1$ and $K \mathfrak{M}=K^{n}$, our Corollary 1 implies Theorem 1 of [6] and (the case $\mathcal{L}=\emptyset$ of ) Corollary 1 of [10]. Further, under the above assumptions concerning $F_{1}, \ldots, F_{k}$ and $\beta_{1}, \ldots, \beta_{k}$, we have

Corollary 1'. Suppose that every admissible subspace of $K \mathfrak{M}$ of dimension $\geq 2$ is non-degenerate. Then the number of $R^{*}$-cosets of solutions of (2.2) is bounded above by the number occurring in (3.1) of Theorem 1. Further, the number of $R^{*}$-cosets of primitive solutions is at most

$$
C_{k}^{*} \prod_{i=2}^{n} B\left(i, R_{G}^{*}\right)
$$

In certain important special cases, Theorems 1 and 2 can be made more precise. Let $\mathbf{L}$ be a subalgebra of $\mathbf{M}$ with $\mathbf{1}$ and denote by $\mathcal{M}^{\mathbf{L}}$ the set of elements $\boldsymbol{\mu} \in \mathcal{M}$ such that $\boldsymbol{\lambda} \cdot \boldsymbol{\mu} \in K \mathcal{M}$ for every $\boldsymbol{\lambda} \in \mathbf{L}$. It is easy to see that in this case even $\boldsymbol{\lambda} \cdot \boldsymbol{\mu} \in K \mathcal{M}^{\mathrm{L}}$ holds. Further, it is not difficult to show that $\mathcal{M}^{\mathbf{L}}$ is an $R$-sublattice of $\mathcal{M}$ and $\mathcal{M}^{\mathbf{K}}=\mathcal{M}$. If $\mathcal{M}$ is full in $\mathbf{M}$
then $\mathcal{M}^{\mathbf{M}}=\mathcal{M}$. Suppose now that $\boldsymbol{\mu} \cdot \mathbf{L} \subseteq K \mathcal{M}$ for some subalgebra $\mathbf{L}$ of $\mathbf{M}$ with $\mathbf{1}$ and some solution $\boldsymbol{\mu}$ of (3.2). Then $\boldsymbol{\mu} \in \mathcal{M}^{\mathbf{L}}$ and hence we have $\mathcal{M}^{\mathbf{L}} \cap \mathbf{M}^{*} \neq \mathbf{0}$. We shall say that a subalgebra $\mathbf{L}$ of $\mathbf{M}$ with $\mathbf{1}$ is admissible with respect to $\mathcal{M}$ or simply admissible if $\mathcal{M}^{\mathbf{L}} \cap \mathbf{M}^{*} \neq \mathbf{0}$ and if there is no subalgebra $\mathbf{L}^{\prime}$ with $\mathbf{1}$ in $\mathbf{M}$ such that $\mathbf{L} \varsubsetneqq \mathbf{L}^{\prime}$ and $K \mathcal{M}^{\mathbf{L}^{\prime}}=K \mathcal{M}^{\mathbf{L}}$. If $\mathcal{M}$ is full then $\mathbf{M}$ is admissible. Denote by $\mathcal{D}_{\mathcal{M}}^{\mathbf{L}}$ the set of those $\boldsymbol{\lambda} \in \mathbf{L}$ for which $\boldsymbol{\lambda} \cdot \boldsymbol{\mu} \in \mathcal{M}^{\mathbf{L}}$ for all $\boldsymbol{\mu} \in \mathcal{M}^{\mathrm{L}}$. Then $\mathcal{D}_{\mathcal{M}}^{\mathrm{L}}$ is a subring of $R_{\mathbf{L}}$ with 1 and $K \mathcal{D}_{\mathcal{M}}^{\mathbf{L}}=\mathbf{L}$. Further, $\mathcal{D}_{\mathcal{M}}^{\mathrm{L}}$ contains $R$ as a subring (identifying the elements $a$ of $R$ with $(a, \ldots, a))$. $\mathcal{D}_{\mathcal{M}}^{\mathrm{L}}$ is called the ring of coefficients of $\mathcal{M}^{\mathrm{L}}$. Denote by $\mathcal{D}_{\mathcal{M}}^{\mathrm{L} *}$ the unit group of $\mathcal{D}_{\mathcal{M}}^{\mathrm{L}}$, and put

$$
U_{\mathbf{L}}^{\prime}=U_{\mathbf{L}} \cap \mathcal{D}_{\mathcal{M}}^{\mathbf{L} *}
$$

Consider a full set of representatives $\left(\varepsilon_{j}\right)_{j \in \mathcal{I}}$ of $U_{\mathbf{L}}$ modulo $U_{\mathbf{L}}^{\prime}$. It is easy to see that the wide family of solutions $\left(\boldsymbol{\mu} U_{\mathbf{L}}\right) \cap \mathcal{M}$ of (3.2) splits into disjoint subsets of the form $\left(\boldsymbol{\mu} \varepsilon_{j}\right) U_{\mathbf{L}}^{\prime}$ where $j$ runs over the set of indices sucht that $\boldsymbol{\mu} \cdot \varepsilon_{j} \in \mathcal{M}^{\mathbf{L}}$. If $\boldsymbol{\mu}^{\prime} \in \mathcal{M}^{\mathbf{L}}$ is a solution of (3.2) then so are all elements of $\boldsymbol{\mu}^{\prime} \cdot U_{\mathbf{L}}^{\prime}$. Such a set is called a family of solutions of (3.2), or more precisely an ( $\mathcal{M}, \mathbf{L}$ )-family of solutions. If in particular $U=R$, then $U_{\mathbf{L}}^{\prime}=\mathcal{D}_{\mathcal{M}}^{\mathrm{L} *}$. Hence, if $\boldsymbol{\mu} \in \mathcal{M}^{\mathbf{L}}$ is a solution of (2.2') then $\boldsymbol{\mu} \mathcal{D}_{\mathcal{M}}^{\mathrm{L} *}$ is called a family of solutions of (2.2').

From Theorem 2 it follows the following
Theorem 3. Suppose that
(FN) for all admissible subalgebras $\mathbf{L}$ of $\mathbf{M}, U_{\mathbf{L}}^{\prime}$ is of finite index in $U_{\mathbf{L}}$.
Then the set of solutions of (3.2) is the union of at most $\sum_{\mathbf{L}}\left[U_{\mathbf{L}}: U_{\mathbf{L}}^{\prime}\right]$ families of solutions, where the sum is taken over at most $C_{k} \Pi_{i=2}^{n} B\left(i, R_{G}^{*}\right)$ admissible subalgebras $\mathbf{L}$ of $\mathbf{M}$ for which (3.2) has an ( $\mathcal{M}, \mathbf{L})$-family of solutions (and among which there can be identical subalgebras L). Further, if $\mathcal{M}$ is full in $\mathbf{M}$ then the set of solutions of (3.2) is the union of at most $\left[U_{\mathbf{M}}: U_{\mathbf{M}}^{\prime}\right] \cdot C_{k}(\mathcal{M}, \mathbf{M})$-families of solutions.

Theorem 3 is a quantitative generalization of Theorem 9 of LaURENT [18] concerning norm form equations. As was pointed out by Laurent [18] in the case of norm form equations, the finiteness condition (FN) does not hold in general, for the case of arbitrary finitely generated field $K$ and arbitrary finitely generated and integrally closed subring $R$.

Theorem 3 can be applied in an obvious way to the solutions of ( $2.2^{\prime}$ ) and of (2.2) as well, provided that the finiteness condition corresponding to (FN) is satisfied.

In the following section, we shall show that in the number field case and for an important class of rings $R$, the finiteness condition (FN) always holds. Further, we shall make more precise and explicit the results of $\S 3$.

## $\S 4$. Results for systems of decomposable form equations in the number field case

In this section, we specialize our results to the algebraic number field case. We keep the notation of $\S 2$. Throughout this section, let in particular $K$ be an algebraic number field, and $R=O_{S}$, the ring of $S$-integers in $K$, where $S$ is a finite subset of the set of places $M(K)$ of $K$ with cardinality $s$ which contains the set of infinite places $M_{\infty}(K)$ of $K$. We recall that $O_{S}=\left\{\alpha \in K:|\alpha|_{v}=1\right.$ for all $\left.v \in M(K) \backslash S\right\}$. In this case, the system of equations (2.2') takes the form

$$
\begin{equation*}
\alpha_{i} N_{i}(\boldsymbol{\mu}) \in \beta_{i} O_{S}^{*} \quad \text { in } \boldsymbol{\mu} \in \mathcal{M}, i=1, \ldots, k \tag{4.1}
\end{equation*}
$$

Denote by $d$ the degree of $K$ over $\mathbb{Q}$, by $D$ the degree of the normal closure of $G$ over $\mathbb{Q}$, and by $\mathfrak{I}_{\mathbf{L}}$ the index $\left[R_{\mathbf{L}}^{*}: \mathcal{D}_{\mathcal{M}}^{\mathbf{L} *}\right]$ where $\mathbf{L}$ is an admissible subalgebra of $\mathbf{M}$ with $\mathbf{1}$. We shall show (cf. Lemma 9) that in this special situation the finiteness condition (FN) of Theorem 3 holds. Further, in this case one can derive an explicit upper bound for $\Pi_{i=2}^{n} B\left(i, R_{G}^{*}\right)$ (cf. Lemma 10) by using a recent explicit estimate of Schlickewei [26]. Thus, using Theorem 3 we get the following.

Theorem 4. Under the above notation and assumptions, the set of solutions of (4.1) is the union of at most $\sum_{\mathbf{L}} \mathfrak{I}_{\mathbf{L}}$ families of solutions, where the sum is taken over at most

$$
\begin{equation*}
C_{k} \exp \left\{2^{37 n D} \cdot s^{6} \cdot \log (4 s D)\right\} \tag{4.2}
\end{equation*}
$$

admissible subalgebras $\mathbf{L}$ of $\mathbf{M}$ for which (4.1) has an ( $\mathcal{M}, \mathbf{L})$-family of solutions (and among which there can be identical subalgebras L). Further, if $\mathcal{M}$ is full in $\mathbf{M}$ then the set of solutions of (4.1) is the union of at most $\mathfrak{I}_{\mathbf{M}} \cdot C_{k}(\mathcal{M}, \mathbf{M})$-families of solutions.

From Theorem 3 one can deduce a similar result for the solutions of the system of equations corresponding to (3.2).

A family of solutions of (4.1) is called maximal if it is not properly contained in another family of solutions. If $\boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1} *}$ and $\boldsymbol{\mu}_{2} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{2}{ }^{*}}$ are families of solutions of (4.1) such that $\boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1} *} \subseteq \boldsymbol{\mu}_{2} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{2}{ }^{*}}$ then $\boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{2} *}=\boldsymbol{\mu}_{2} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{2}{ }^{*}}$ and so $\mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1} *} \subseteq \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{2} *}$. Further, if $\boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1} *}$ is properly contained in $\boldsymbol{\mu}_{2} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{2} *}$ then $\mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1}{ }^{*}}$ is properly contained in $\mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{2}{ }^{*}}$. $\mathbf{M}$ has only finitely many admissible subalgebras $\mathbf{L}$, hence there are only finitely many groups $\mathcal{D}_{\mathcal{M}}^{\mathbf{L} *}$. This implies that every family of solutions is contained in a maximal family of solutions. Using a generalization of some arguments of Schmidt [29] concerning norm form equations, we shall deduce from Theorem 4 the following Theorem 4'. Thus Theorem 4 and 4' are in fact equivalent.

Theorem 4'. The system of equations (4.1) has at most $\sum_{\mathbf{L}} \mathfrak{I}_{\mathbf{L}}$ maximal families of solutions, where the sum is taken over at most

$$
\begin{equation*}
C_{k} n^{r} \exp \left\{2^{37 n D} \cdot s^{6} \cdot \log (4 s D)\right\} \tag{4.3}
\end{equation*}
$$

admissible subalgebras $\mathbf{L}$ of $\mathbf{M}$ for which (4.1) has a maximal ( $\mathcal{M}, \mathbf{L}$ )family of solutions (and among which there can be identical subalgebras $\mathbf{L})$. Further, if $\mathcal{M}$ is full in $\mathbf{M}$ then (4.1) has at most $\mathfrak{I}_{\mathbf{M}} \cdot C_{k}$ maximal families of solutions and all these are ( $\mathcal{M}, \mathbf{M}$ )-families of solutions.

It is easy to show that in our bounds, the factors $\mathfrak{I}_{\mathbf{L}}, \mathfrak{I}_{\mathbf{M}}$ cannot be omitted. Further, $D \leq(d r)$ !.

For $k=1$, some qualitative versions of Theorems 4 and $4^{\prime}$ have been established independently by Evertse (private communication). He uses different terminology which is however equivalent to ours.

From Theorem 4 we shall deduce the following.
Corollary 2. Suppose that the system of equations (4.1) has only finitely many $O_{S}^{*}$-cosets of solutions. Then the number of its $O_{S}^{*}$-cosets of solutions is at most

$$
\begin{equation*}
C_{k} \exp \left\{2^{37 n D} \cdot s^{6} \cdot \log (5 s D)\right\} \tag{4.4}
\end{equation*}
$$

We say that a solution $\boldsymbol{\mu}$ of (4.1) is degenerate if it is contained in an ( $\mathcal{M}, \mathbf{L}$ )-family of solutions of (4.1) with some admissible subalgebra $\mathbf{L}$ of $\mathbf{M}$ different from $\mathbf{K}$, and non-degenerate otherwise. If $\boldsymbol{\mu}$ is a degenerate (resp. non-degenerate) solution of (4.1) then so is every element of the $O_{S^{-}}^{*}$-coset $\mu O_{S}^{*}$. Since the $O_{S}^{*}$-cosets of solutions are precisely the ( $\mathcal{M}, \mathbf{K}$ )-families of solutions, we get from Theorem 4 as an immediate consequence that the number of $O_{S^{-}}^{*}$-cosets of non-degenerate solutions of (4.1) is bounded above by the number occurring in (4.2).

It is easy to see that $\mathcal{M}$ is degenerate if and only if there is a subalgebra $\mathbf{L}$ of $\mathbf{M}$ with $\mathbf{1}$ which is different from $\mathbf{K}$ and is admissible with respect to $\mathcal{M}$, and non-degenerate otherwise. If $\mathcal{M}$ is non-degenerate then every solution of (4.1) is non-degenerate. Hence Corollary 3 below immediately follows from the above consequence of Theorem 4.

Corollary 3. If $\mathcal{M}$ is non-degenerate, then the number of $O_{S}^{*}$-cosets of solutions of (4.1) is bounded above by the number occurring in (4.2).

Remark 1. If we consider the system of equations (4.1) in the equivalent form (2.2), then, by Corollary 1', we get

$$
\begin{equation*}
C_{k}^{*} \exp \left\{2^{37 n D} \cdot s^{6} \cdot \log (4 s D)\right\} \tag{4.5}
\end{equation*}
$$

as an upper bound for the number of $O_{S}^{*}$-cosets of primitive solutions of this system of equations.

Remark 2. For a consequence of Corollary 3 for norm form equations, see Corollary 4 in $\S 5$. Qualitative versions of Corollary 3 were earlier established by Schmidt [28] (in case $K=\mathbb{Q}, O_{S}=\mathbb{Z}$ ), Schlickewei [25] (in case $K=\mathbb{Q}$ ) and Laurent [18] (in the general case) for norm form equations, and by Evertse and Győry [6] for decomposable form equations. In the case when $K=\mathbb{Q}, O_{S}=\mathbb{Z}, k=1$ and (4.1) is a norm form equation, Schmidt [32] has recently derived in the non-degenerate case the bound

$$
\begin{equation*}
\binom{r}{m-1}^{\omega(\beta)} \tau_{m}\left(\beta^{r}\right) r^{c_{1}} \quad \text { with } c_{1}=\min \left(2^{29 n} \cdot r^{2},(2 n)^{n \cdot 2^{n+4}}\right) \tag{4.6}
\end{equation*}
$$

for the number of primitive solutions of (4.1). In terms of $r$, this bound is better than (4.2) and (4.5) in the special case under consideration.

Remark 3. Very recently Evertse (private communication) has obtained another version of Corollary 3 for $k=1$ with a bound which is better than (4.2) and (4.5) in terms of $D$ but is in general weaker in terms of $\beta$. On combining our method of proof with that of Evertse, both Evertse's bound and our bound can be improved. Namely, the factor $\exp \left\{2^{37 n D} \cdot s^{6} \cdot \log (4 s D)\right\}$ in our bounds (4.2), (4.5), (4.3) and (4.4) can be replaced by

$$
\begin{equation*}
\exp \left\{2^{38 n d} \cdot s^{6} \cdot \log (8 s D)\right\} \tag{4.7}
\end{equation*}
$$

Corollary 1 in $\S 3$ provides a finiteness criterion for the number of $O_{S^{-}}^{*}$ cosets of solutions of (4.1) in the case when $S$ and $\beta_{1}, \ldots, \beta_{k}$ in (4.1) vary. We shall now deduce from Theorem 4 a finiteness criterion in the case when $S$ and hence $O_{S}$ is fixed, only $\beta_{1}, \ldots, \beta_{k}$ vary. In order to formulate our criterion, we have to introduce some further concepts and notation. Let $\mathbf{L}=\mathbf{L}(I)$ be an admissible subalgebra of $\mathbf{M}$ where $I=\left\{A_{1}, \ldots, A_{h}\right\}$ is a symmetric partition of $\mathcal{J}$. Consider again the partition of $\mathcal{J}$ into $\operatorname{Gal}(G / K)$-orbits such that the elements of $A_{\ell}$ and $A_{m}$ belong to the same orbit if and only if $\sigma\left(A_{\ell}\right)=A_{m}$ for some $\sigma \in \operatorname{Gal}(G / K)$. If $\left\{j_{1}, \ldots, j_{b}\right\}$ is a full set of representatives of these orbits then we have (2.9) where $L_{j_{a}}$ is the subfield of $G$ consisting of the coordinates $\lambda_{j_{a}}$ in $\boldsymbol{\lambda} \in \mathbf{L}, a=1, \ldots, b$. The following cases will play an important role in our criterion:

$$
\begin{cases}(4.8 \mathrm{a}) & b=1, L_{j_{1}}=K ; \\
(4.8 \mathrm{~b}) & b=1, K \text { is totally real, } L_{j_{1}} \text { is a totally imaginary } \\
& \begin{array}{l}
\text { quadratic extension of } K, \text { and each place in }
\end{array} \\
(4.8 \mathrm{c}) & b \geq 2, K=\mathbb{Q}, S=M_{\infty}(\mathbb{Q}) \text { and } L_{j_{a}} \text { is either } \mathbb{Q}  \tag{4.8}\\
& \begin{array}{l}
\text { or an imaginary quadratic field for } a=1, \ldots, b ; \\
(4.8 \mathrm{~d}) \\
\\
\\
\\
\\
S \geq 2, K \text { is an imaginary quadratic field } \\
S=M_{\infty}(K) \text { and } L_{j_{a}}=K \text { for } a=1, \ldots, b .
\end{array}\end{cases}
$$

One can easily show that each of the cases (4.8a) to (4.8d) can appear.
We shall say that $\mathcal{M}$ is degenerate (resp. non-degenerate) with respect to $O_{S}$ if there is (resp. there is no) a subalgebra $\mathbf{L}$ of $\mathbf{M}$ with $\mathbf{1}$ which is admissible with respect to $\mathcal{M}$ and is not of the type (4.8a), (4.8b), (4.8c) or (4.8d). It is easy to see that $\mathcal{M}$ is non-degenerate if and only if it is non-degenerate with respect to $O_{S}$ for all finite sets of places $S$ on $K$ containing $M_{\infty}(K)$. By means of Theorem 4 and Corollary 2 we shall prove the following criterion.

Theorem 5. The following two statements are equivalent:
(i) $\mathcal{M}$ is non-degenerate with respect to $O_{S}$;
(ii) For all $\beta_{1}, \ldots, \beta_{k}$ in $O_{S} \backslash\{0\}$, the system of equations (4.1) has only finitely many $O_{S}^{*}$-cosets of solutions.
Moreover, if (i) holds then, under the notation and assumptions concerning $F_{1}, \ldots, F_{k}, \beta_{1}, \ldots, \beta_{k}$ and $S$, the number of $O_{S^{-}}^{*}$-cosets of solutions of (4.1) is bounded above by the number occurring in (4.4).

We remark that the last assertion of Theorem 5 follows immediately from the equivalence of (i) and (ii) and from Corollary 2 above.

## §5. Applications to norm form equations

In this section, we apply the results of $\S \S 3$ and 4 to norm form equations. We shall keep the notation of $\S \S 2,3$ and 4 . First consider the general case. Let $K$ and $R$ be as in $\S 2$, i.e. let $K$ be a finitely generated extension field of $\mathbb{Q}$ and $R$ a finitely generated and integrally closed integral domain in $K$ with quotient field $K$. Let $M$ be a finite extension of $K$ of degree $r, G$ the normal closure of $M$ over $K, R_{G}$ the integral closure of $R$ in $G, \mathcal{M}$ an $R$-lattice in the integral closure of $R$ in $M$ with $\operatorname{dim}_{K} K \mathcal{M}=n \geq 2, m$ the minimal number of generators of $\mathcal{M}$, $q=\min \{m-1, n\}, \beta \in R \backslash\{0\}$,

$$
C=\binom{r}{q}^{\omega(\beta)} \tau_{q+1}\left(\beta^{r}\right)
$$

and

$$
C^{*}=\binom{r}{q}^{\omega(\beta)} \tau_{q}\left(\beta^{r}\right)
$$

Consider the norm form equations

$$
\begin{equation*}
N_{M / K}(\mu) \in \beta R^{*} \text { in } \mu \in \mathcal{M} \tag{5.1}
\end{equation*}
$$

and more generally

$$
\begin{equation*}
N_{M / K}(\mu) \in \beta U \text { in } \mu \in \mathcal{M} \tag{5.2}
\end{equation*}
$$

where $U$ is a subgroup of $R^{*}$. We may assume without loss of generality that there are no $\mu \in M^{*}$ and a proper subfield $M^{\prime}$ of $M$ with $\mu \mathcal{M} \subseteq M^{\prime}$. We say that $\mathcal{M}$ is full in $M$ if $K \mathcal{M}=M$.

For an intermediate field $L$ with $K \subseteq L \subseteq M$, denote by $R_{L}$ the integral closure of $R$ in $L$, and by $U_{L}$ the subgroup of $R_{L}^{*}$ consisting of all elements $\lambda$ with $N_{M / K}(\lambda) \in U$. For a solution $\mu$ of (5.2) with $\mu L \subseteq K \mathcal{M}$, the set $\left(\mu U_{L}\right) \cap \mathcal{M}$ is called a wide $(\mathcal{M}, L)$-family of solutions of (5.2). For (5.1), wide families of solutions can be defined in a similar way. From Theorem 2, we get the following

Theorem 6. The set of solutions of (5.2) is the union of at most $C \Pi_{i=2}^{n} B\left(i, R_{G}^{*}\right)$ wide families of solutions. Further, if $\mathcal{M}$ is full then this bound can be replaced by $C$.

A similar statement follows from Theorem 1 for equation (5.1). Theorem 6 implies Theorem 8 of Laurent [18] (see also Theorems 6 and 6 ' of [6]).

Next consider equations (5.1) and (5.2) in the special case when $K$ is an algebraic number field of degree $d$ and $R=O_{S}$, where $S$ is a finite subset of $M(K)$ with cardinality $s$ which contains $M_{\infty}(K)$. Then (5.1) takes e.g. the form

$$
\begin{equation*}
N_{M / K}(\mu) \in \beta O_{S}^{*} \text { in } \mu \in \mathcal{M} \tag{5.3}
\end{equation*}
$$

In this case, a more precise result follows from Theorem 4'. Then $m=n$ or $m=n+1$ according as $\mathcal{M}$ is free or not (see e.g. [16], [20]). For every intermediate field $L$ with $K \subseteq L \subseteq M$, let $\mathcal{M}^{L}=\{\mu \in \mathcal{M}$ : $\mu L \subseteq K \mathcal{M}\}$. Then $\mathcal{M}^{L}$ is an $O_{S^{-}}$sublattice of $\mathcal{M}$. We say that $L$ is admissible if $\mathcal{M}^{L} \neq\{0\}$ and if there is no subfield $L^{\prime}$ in $M$ with $L \varsubsetneqq L^{\prime}$ and $K \mathcal{M}^{L^{\prime}}=K \mathcal{M}^{L}$. In what follows, we assume that $L$ is admissible. Then $\mathcal{D}_{\mathcal{M}}^{L}:=\left\{\lambda \in L: \lambda \mu \in \mathcal{M}^{L}\right.$ for all $\left.\mu \in \mathcal{M}\right\}$ is a subring of $O_{S, L}$, the integral closure of $O_{S}$ in $L . \mathcal{D}_{\mathcal{M}}^{L}$ is called the ring of coefficients of $\mathcal{M}^{L}$. If $\mu \in \mathcal{M}^{L}$ is a solution of (5.3) then so is every element of $\mu \mathcal{D}_{\mathcal{M}}^{L *}$ which is called an $(\mathcal{M}, L)$-family of solutions. $\mu \mathcal{D}_{\mathcal{M}}^{L *}$ is called maximal if it is not properly contained in another family of solutions. Put $\mathfrak{I}_{L}:=\left[O_{S, L}^{*}: \mathcal{D}_{\mathcal{M}}^{L *}\right]$. It follows from Lemma 9 that $\mathfrak{I}_{L}$ is finite. Denote by $D$ the degree of the normal closure of $G$ over $\mathbb{Q}$. We get from Theorem 4' the following

Theorem 7. Equation (5.3) has at most $\sum_{\mathbf{L}} \mathfrak{I}_{\mathbf{L}}$ maximal families of solutions, where the sum is taken over at most

$$
n^{r}\binom{r}{q}^{\omega(\beta)} \tau_{q+1}\left(\beta^{r}\right) \exp \left\{2^{37 n D} \cdot s^{6} \cdot \log (4 s D)\right\}
$$

admissible subfields $L$ of $M$ for which (5.3) has a maximal family of solutions (and among which there can be identical subfields L). Further, if $\mathcal{M}$
is full then (5.3) has at most

$$
\binom{r}{q}^{\omega(\beta)} \tau_{q+1}\left(\beta^{r}\right) \mathfrak{I}_{M}
$$

maximal families of solutions, and all these are ( $\mathcal{M}, M$ )-families of solutions.

For $K=\mathbb{Q}$, this gives a quantitative version of well-known finiteness results of Schmidt [29] (case $O_{S}=\mathbb{Z}$ ) and Schlickewei [25] on norm form equations.

We deduce now Theorem 6 from Theorem 2, and Theorem 7 from Theorem 4. In the general case, denote by $\lambda \rightarrow \lambda^{(i)}, i=1, \ldots, r$, the $K$ isomorphisms of $M$ in $G$. For every $\sigma \in \operatorname{Gal}(G / K)$ there is a permutation of $\{1, \ldots, r\}$, denoted also by $\sigma$, sucht that $\sigma\left(\lambda^{(i)}\right)=\lambda^{(\sigma(i))}$ for all $\lambda \in M$ and for $i=1, \ldots, r$. Denote by $\mathbf{M}$ the set of tuples $\left\{\boldsymbol{\lambda} \in G^{r}: \sigma\left(\lambda_{i}\right)=\lambda_{\sigma(i)}\right.$ for $i=1, \ldots, r, \sigma \in \operatorname{Gal}(G / K)\}$. Define the $K$-algebra isomorphism $\Psi: M \rightarrow \mathbf{M}$ by $\Psi(\lambda)=\lambda=\left(\lambda^{(1)}, \ldots, \lambda^{(r)}\right)$. By (2.9), this is indeed an isomorphism. Further, by (2.9) again, $\Psi$ establishes a bijective mapping from the fields $L$ with $K \subseteq L \subseteq M$ to the subalgebras $\mathbf{L}(I)$ of $\mathbf{M}$ such that $\Psi(L)=\mathbf{L}(I)$ where $I$ is a symmetric partition of $\{1, \ldots, r\}$. Let $\Psi(\mathcal{M})=\mathcal{M}_{1}$. It is easy to see that $L$ is admissible if and only if $\mathbf{L}(I)$ is admissible. Further, in the number field case, $\Psi\left(\mathcal{M}^{L}\right)=\mathcal{M}_{1}^{\mathrm{L}}$, $\Psi\left(\mathcal{D}_{\mathcal{M}}^{L}\right)=\mathcal{D}_{\mathcal{M}_{1}}^{\mathrm{L}}, \Psi\left(\mathcal{D}_{\mathcal{M}_{1}}^{L *}\right)=\mathcal{D}_{\mathcal{M}_{1}}^{\mathrm{L} *}$ if $L$ is admissible. From these it follows immediately that $\Psi$ maps the wide families of solutions of (5.2) onto the wide families of solutions of the equation $N(\boldsymbol{\mu}) \in \beta U$ in $\boldsymbol{\mu} \in \mathcal{M}_{1}$ and Theorem 6 follows from Theorem 2. Further, in the number field case (when $R=O_{S}$ ), $\Psi$ maps the maximal families of solutions of (5.3) onto the maximal families of solutions of the equation $N(\boldsymbol{\mu}) \in \beta O_{S}^{*}$ in $\boldsymbol{\mu} \in \mathcal{M}_{1}$ and Theorem 7 follows from Theorem 4'.

Consider again the number field case (when $K$ is a number field and $\left.R=O_{S}\right)$. From Theorem 5 , one can deduce in a similar way the following criterion. If $\mu$ is a solution of (5.3), then $\mu O_{S}^{*}$ is called an $O_{S}^{*}$-coset of solution of (5.3). We say that $\mathcal{M}$ is degenerate with respect to $O_{S}$ if $M$ contains an admissible subfield $L \supsetneqq K$ which is not of the following type:

$$
\left\{\begin{array}{l}
K \text { is totally real, } L \text { is a totally imaginary quadratic extension }  \tag{5.4}\\
\text { of } K \text { and each place in } S \text { has a unique extension to } L .
\end{array}\right.
$$

Otherwise $\mathcal{M}$ is called non-degenerate with respect to $O_{S}$.
Together with (2.9), Theorem 5 implies the next theorem.
Theorem 8. The following two statements are equivalent:
(i) $\mathcal{M}$ is non-degenerate with respect to $O_{S}$;
(ii) For every $\beta \in O_{S} \backslash\{0\}$, equation (5.3) has only finitely many $O_{S^{-}}^{*}$-cosets of solutions.

Moreover, if (i) holds, then the number of $O_{S}^{*}$-cosets of solutions of (5.3) it at most

$$
\begin{equation*}
\binom{r}{q}^{\omega(\beta)} \tau_{q+1}\left(\beta^{r}\right) \exp \left\{2^{37 n D} \cdot s^{6} \cdot \log (5 s D)\right\} \tag{5.5}
\end{equation*}
$$

Apart from the form of the bound, this can be considered as a generalization of results of Schmidt [28], [32] obtained in the case $K=\mathbb{Q}$, $O_{S}=\mathbb{Z}$.

In the number field case, $\mathcal{M}$ is called degenerate if $M$ contains an admissible subfield $L$ with $L \supsetneqq K$ and non-degenerate otherwise. Suppose that $\mathcal{M}$ is contained in the ring of integers of $M$. It is easy to show that $\mathcal{M}$ is non-degenerate if and only if it is non-degenerate with respect to $O_{S}$ for all finite subsets $S$ of $M(K)$ containing $M_{\infty}(K)$. Hence our Theorem 8 implies that, in the number field case, equation (5.3) has finitely many $O_{S}^{*}$-cosets of solutions for all finite subsets $S$ of $M(K)$ containing $M_{\infty}(K)$ and for all $\beta \in O_{S} \backslash\{0\}$ if and only if $\mathcal{M}$ is non-degenerate. Further, as a consequence of Corollary 3 we get

Corollary 4. If $\mathcal{M}$ is non-degenerate, then the number of $O_{S}^{*}$-cosets of solutions of (5.3) is bounded above by the number occurring in (5.5).

Theorem 4 and Corollary 2 in $\S 4$ have similar consequences for norm form equations.

As was mentioned after the enunciation of Corollary 3, qualitative versions of Corollary 4 were earlier established by Schmidt [28] (in case $K=\mathbb{Q}, O_{S}=\mathbb{Z}$ ), Schlickewei [25] (in case $K=\mathbb{Q}$ ) and Laurent [18] (in the general case). Further, in the case $K=\mathbb{Q}, O_{S}=\mathbb{Z}$, Schmidt [32] has recently derived the bound (4.6) for the number of solutions of (5.3) in the non-degenerate case. Using (4.7) from $\S 4$, the bound (5.5) in Corollary 4 can be replaced by

$$
\binom{r}{q}^{\omega(\beta)} \tau_{q+1}\left(\beta^{r}\right) \exp \left\{2^{38 n d} \cdot s^{6} \cdot \log (8 s D)\right\}
$$

Further, considering (5.3) in the form (2.2) and taking into consideration only the $O_{S}^{*}$-cosets of primitive solutions, $\tau_{q+1}\left(\beta^{r}\right)$ can be replaced by $\tau_{q}\left(\beta^{r}\right)$ in view of Corollary 1'. Finally, we note that in the case $n=2$, better bounds have been derived by Evertse [5], Bombieri and Schmidt [2] and Bombieri [1] for the number of $O_{S}^{*}$-cosets of solutions of (5.3).

## §6. Applications to generalized systems of unit equations

In this section, we restrict ourselves to the number field case, that is $K$ denotes an algebraic number field and $O_{S}$ its ring of $S$-integers. Let
$m \geq 2$ be an integer. For any $m$-tuple $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ of non-negative integers, put $x^{\lambda}=x_{1}^{\lambda_{1}} \ldots x_{m}^{\lambda_{m}}$. Consider the following generalization of $S$-unit equations

$$
\begin{equation*}
P_{i}(x)=\sum_{\lambda \in \mathcal{L}_{i}} p_{i}(\lambda) x^{\lambda}=0 \quad \text { in } x \in\left(O_{S}^{*}\right)^{m} \text { for } i \in I \tag{6.1}
\end{equation*}
$$

where $I$ is a finite index set, $p_{i}(\lambda) \in K$, and $\mathcal{L}_{i}$ is the support of $P_{i}$ (i.e. the set of exponents $\lambda$ for which the coefficient $p_{i}(\lambda)$ of $x^{\lambda}$ in $P_{i}$ is non-zero). Denote by $\mathcal{L}$ the disjoint union $\mathcal{L}=\coprod_{i \in I} \mathcal{L}_{i}$ of the sets $\mathcal{L}_{i}$. Consider a partition $\mathcal{P}$ of $\mathcal{L}$; it induces partitions $\mathcal{L}_{i}=\coprod_{j \in I_{i}} \mathcal{L}_{i, j}$ on each $\mathcal{L}_{i}$. The partition $\mathcal{P}$ is said to be compatible with a $\gamma \in O_{S}^{m}$ if

$$
\sum_{\lambda \in \mathcal{L}_{i, j}} p_{i}(\lambda) \gamma^{\lambda}=0 \quad \text { for each } i \in I \text { and } j \in I_{i} .
$$

Further, $\mathcal{P}$ is said to be maximal compatible with $\gamma$ if $\mathcal{P}^{\prime}$ is not compatible with $\gamma$ for any refinement $\mathcal{P}^{\prime}$ of $\mathcal{P}$. Denote by $H_{\mathcal{P}}$ that subgroup of $\left(O_{S}^{*}\right)^{m}$ whose elements $\gamma$ have the property that for each $\mathcal{L}_{i, j}, \gamma^{\lambda}=\gamma^{\lambda^{\prime}}$ if $\lambda$, $\lambda^{\prime} \in \mathcal{L}_{i, j}$. If $\gamma$ is a solution of (6.1) then so are all elements of $\gamma H_{\mathcal{P}}$, where $\mathcal{P}$ is a partition of $\mathcal{L}$, compatible with $\gamma$. LaURENT [18] showed that the set of solutions of (6.1) is the union of finitely many sets of the form $\gamma H_{\mathcal{P}}$ where $\gamma$ is a solution and $\mathcal{P}$ is a partition of $\mathcal{L}$ which is maximal compatible with $\gamma$. In fact Laurent proved this result in a more general case, for subgroups of finite rank of $\mathbb{C}^{*}$ instead of $O_{S}^{*}$.

As a consequence of Theorem 4', the following quantitative version can be proven. As in $\S 4$, denote by $d$ the degree of $K$ and by $s$ the cardinality of $S$. Further, let $r$ denote the cardinality of $\mathcal{L}$, and $k$ the rank of the matrix $\left(p_{i}(\lambda)\right)_{i \in I, \lambda \in \mathcal{L}}$ formed from the coefficients $p_{i}(\lambda)$ in (6.1). Put $n=r-k$.

Theorem 9. The set of solutions of (6.1) is the union of at most

$$
\begin{equation*}
n^{r} \exp \left\{2^{37 n d!} \cdot s^{6} \cdot \log (4 s d!)\right\} \tag{6.2}
\end{equation*}
$$

sets of the form $\gamma H_{\mathcal{P}}$ where $\gamma$ is a solution of (6.1) and $\mathcal{P}$ is a partition of $\mathcal{L}$ which is maximal compatible with $\gamma$. Further, if $K / \mathbb{Q}$ is normal then $d$ ! can be replaced by $d$.

For a deduction of Theorem 9 from Theorem 4', see our recent paper [14].

Of particular interest is the special case when (6.1) consists of a single linear equation, i.e. when it is an $S$-unit equation

$$
\begin{equation*}
\alpha_{1} x_{1}+\cdots+\alpha_{n} x_{n}=1 \quad \text { in } x=\left(x_{1}, \ldots, x_{n}\right) \in\left(O_{S}^{*}\right)^{n} \tag{6.3}
\end{equation*}
$$

where $\alpha_{1}, \ldots, \alpha_{n} \in K^{*}$. Then Theorem 9 describes, in a quantitative form, the structure of the set of solutions of (6.3). Further, it gives an explicit
upper bound for the number of non-degenerate solutions. A solution $x$ of (6.3) is called non-degenerate if there is no vanishing subsum in $\alpha_{1} x_{1}+$ $\cdots+\alpha_{n} x_{n}$ and degenerate otherwise. Theorem 9 provides the bound (6.2) with $r=n+1$ for the number of the sets of solutions of the form $\gamma H_{\mathcal{P}_{0}}$ of (6.3) where $\mathcal{P}_{0}=\{\mathcal{L}\}$, and $\mathcal{P}_{0}$ is maximal compatible with $\gamma$. But these solutions $\gamma$ are just the non-degenerate solutions and $H_{\mathcal{P}_{0}}=(1, \ldots, 1)$. Hence Theorem 9 implies the following recent theorem of Schlickewei [26] which has been established with a slightly better bound.

Corollary 5. Equation (6.3) has at most

$$
\exp \left\{2^{38 n d!} \cdot s^{6} \cdot \log (4 s d!)\right\}
$$

non-degenerate solutions. Further, if $K / \mathbb{Q}$ is normal then $d$ ! can be replaced by $d$.

We should, however, remark that the proof of Theorem 9 depends on (another version of) this result of Schlickewei (cf. Lemma 10 of the present paper). We note that Theorem 9 can also be proven (with a slightly different bound) by combining the proof of Laurent with Corollary 5. Finally, we mention that using Theorem 4' with the improved bound (4.7), the second factor in (6.2) can be replaced by (4.7) with the choice $D=d!$.

A less explicit version of Theorem 9 can also be deduced from Theorem 3 in the general case when $K$ is an arbitrary finitely generated field over $\mathbb{Q}$ and $O_{S}^{*}$ is replaced by an arbitrary finitely generated subgroup of $K^{*}$.

## §7. Proofs of Theorem 1 and Corollary 1'

To prove Theorem 1, we need several lemmas. In Lemmas 1 to 7 it will be more convenient to consider the system of equations (2.2') in the form (2.2).

We keep the notation of $\S \S 2$ and 3 . Since $F_{i}$ maps $K \mathfrak{M}$ to $K$ for all $i$ with $1 \leq i \leq k, F_{i}(\mathbf{x})$ can be factorized as

$$
\begin{equation*}
F_{i}(\mathbf{x})=\alpha_{i} \prod_{j=1}^{r_{i}} \ell_{i, j}(\mathbf{x})^{k_{i, j}} \text { for all } \mathbf{x} \in K \mathfrak{M} \tag{7.1}
\end{equation*}
$$

where $\alpha_{i} \in K \backslash\{0\}, \ell_{i, 1}, \ldots, \ell_{i, r_{i}}: K \mathfrak{M} \rightarrow G$ are pairwise linearly independent linear functions and $k_{i, j}$ are positive integers such that

$$
\begin{equation*}
\sigma\left(\ell_{i, j}\right)=\ell_{i, \sigma(j)}, k_{i, j}=k_{i, \sigma(j)} \text { for } j=1, \ldots, r_{i}, \sigma \in \operatorname{Gal}(G / K) \tag{7.2}
\end{equation*}
$$

where $\left(\sigma(1), \ldots, \sigma\left(r_{i}\right)\right)$ is a permutation of $\left(1, \ldots, r_{i}\right)$ for each $\sigma \in$ $\operatorname{Gal}(G / K)$.

We recall that $R_{G}$ denotes the integral closure of $R$ in $G$. By a theorem of Nagata [19], $R_{G}$ is finitely generated. Further, $R$ and $R_{G}$ are integrally
closed in $K$ and $G$, respectively. Hence both in $R$ and in $R_{G}$ there exists a divisor theory. Then for every prime divisor $\mathfrak{p}$ of $R$ there is an additive valuation $v=v_{\mathfrak{p}}$ on $K$ such that, for every $\alpha \in K^{*}, v(\alpha)$ denotes the exponent of $\mathfrak{p}$ in the prime divisor decomposition of the principal divisor ( $\alpha$ ). A similar assertion holds for the prime divisors $\mathfrak{P}$ of $R_{G}$ and the corresponding additive valuations $w_{\mathfrak{F}}$ on $G$. Denote by $\mathbb{M}_{K}$ and $\mathbb{M}_{G}$ the sets of additive valuations with value group $\mathbb{Z}$, which correspond to the divisor theory of $R$ and of $R_{G}$, respectively. Then we have

$$
R=\left\{\alpha \in K: v(\alpha) \geq 0 \text { for all } v \in \mathbb{M}_{K}\right\}
$$

and

$$
R_{G}=\left\{\alpha \in G: w(\alpha) \geq 0 \text { for all } w \in \mathbb{M}_{G}\right\}
$$

Further, every $w \in \mathbb{M}_{G}$ is an extension of some $v \in \mathbb{M}_{K}$.
For every $\mathbf{y}=\left(y_{1}, \ldots, y_{m}\right) \in G^{m}$ and every $w \in \mathbb{M}_{G}$, we put

$$
w(\mathbf{y})=\min _{1 \leq j \leq m} w\left(y_{j}\right)
$$

Further, for every polynomial $P \in G\left[X_{1}, \ldots, X_{m}\right]$ and every $w \in \mathbb{M}_{G}$, we denote by $w(P)$ the minimum of the $w$-values of the coefficients of $P$. Let $\left\{\mathbf{a}_{1}, \ldots, \mathbf{a}_{m}\right\}$ denote the minimal set of generators of $\mathfrak{M}$ which has been fixed in $\S 2$, and for $\mathbf{x} \in V=K \mathfrak{M}$, put $\mathbf{x}=x_{1} \mathbf{a}_{1}+\cdots+x_{m} \mathbf{a}_{m}$ where $x_{1}, \ldots, x_{m} \in K$. Here $x_{1}, \ldots, x_{m}$ are not in general uniquely determined. For each $i$ with $1 \leq i \leq k$, consider

$$
\begin{equation*}
\ell_{i, j}^{*}(\mathbf{X})=X_{1} \ell_{i, j}\left(\mathbf{a}_{1}\right)+\cdots+X_{m} \ell_{i, j}\left(\mathbf{a}_{m}\right) \text { for } j=1, \ldots, r_{i} \tag{7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{i}^{*}(\mathbf{X})=\alpha_{i} \prod_{j=1}^{r_{i}} \ell_{i, j}^{*}(\mathbf{X})^{k_{i, j}} \tag{7.4}
\end{equation*}
$$

in $G\left[X_{1}, \ldots, X_{m}\right]$ and $K\left[X_{1}, \ldots, X_{m}\right]$, respectively. By the assumption made on $F_{i}, F_{i}^{*}$ has $m_{i}$ variables with non-zero coefficients and has its coefficients in $R$. We identify $\mathbf{x} \in V$ with the set of tuples $\left(x_{1}, \ldots, x_{m}\right) \in$ $K^{m}$ with $\mathbf{x}=x_{1} \mathbf{a}_{1}+\cdots+x_{m} \mathbf{a}_{m}$. Then

$$
\begin{equation*}
\ell_{i, j}^{*}(\mathbf{x})=\ell_{i, j}(\mathbf{x}) \text { and } F_{i}^{*}(\mathbf{x})=F_{i}(\mathbf{x}) \text { for all } i, j \text { and } \mathbf{x} \in V \tag{7.5}
\end{equation*}
$$

By a generalization of Gauss' lemma (cf. [17]) it follows from (7.4) that

$$
\begin{equation*}
w\left(\alpha_{i}\right)+\sum_{j=1}^{r_{i}} k_{i, j} w\left(\ell_{i, j}^{*}\right)=w\left(F_{i}^{*}\right) \text { for all } w \in \mathbb{M}_{G} \tag{7.6}
\end{equation*}
$$

Further, for each solution $\mathbf{x} \in \mathfrak{M}$ of (2.2), we get from (2.2), (7.1) and (7.5) that

$$
\begin{equation*}
w\left(\alpha_{i}\right)+\sum_{j=1}^{r_{i}} k_{i, j} w\left(\ell_{i, j}^{*}(\mathbf{x})\right)=w\left(F^{*}(\mathbf{x})\right)=w\left(\beta_{i}\right) \tag{7.7}
\end{equation*}
$$

for all $w \in \mathbb{M}_{G}$. Together with the fact that $F_{i}^{*}$ has its coefficients from $R$, (7.6) and (7.7) imply that

$$
\begin{equation*}
\sum_{j=1}^{r_{i}} k_{i, j}\left\{w\left(\ell_{i, j}^{*}(\mathbf{x})\right)-w\left(\ell_{i, j}^{*}\right)\right\}=w\left(\beta_{i}\right)-w\left(F_{i}^{*}\right) \leq w\left(\beta_{i}\right) \tag{7.8}
\end{equation*}
$$

On the other hand, it follows from $\left(x_{1}, \ldots, x_{m}\right) \in R^{m}$ that

$$
\begin{equation*}
0 \leq w\left(\ell_{i, j}^{*}(\mathbf{x})\right)-w\left(\ell_{i, j}^{*}\right) \tag{7.9}
\end{equation*}
$$

We partition the set of solutions $\mathbf{x} \in \mathfrak{M}$ of (2.2) into classes such that two solutions $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ of (2.2) belong to the same class if and only if

$$
\begin{equation*}
w\left(\ell_{i, j}\left(\mathbf{x}_{1}\right)\right)=w\left(\ell_{i, j}\left(\mathbf{x}_{2}\right)\right) \text { for all } i, j \text { and } w \in \mathbb{M}_{G} \tag{7.10}
\end{equation*}
$$

This is equivalent to the fact that

$$
\begin{equation*}
\ell_{i, j}\left(\mathbf{x}_{2}\right) / \ell_{i, j}\left(\mathbf{x}_{1}\right) \in R_{G}^{*} \text { for all } i \text { and } j \tag{7.11}
\end{equation*}
$$

For a solution $\mathbf{x}$ of (2.2), we put

$$
\begin{equation*}
w_{i, j}:=w\left(\ell_{i, j}(\mathbf{x})\right) \text { for all } i \text { and } j \tag{7.12}
\end{equation*}
$$

For $w\left(\beta_{i}\right)=0$, (7.5), (7.8) and (7.9) imply that $w_{i, j}=w\left(\ell_{i, j}^{*}\right)$ for all $j$, while if $w\left(\beta_{i}\right)>0$, then $w_{i, 1}, \ldots, w_{i, r_{i}}$ can assume only finitely many values. Hence there are only finitely many classes of solutions.

We derive now an upper bound for the number of classes of solutions of (2.2). Given an arbitrary but fixed $w \in \mathbb{M}_{G}$, we derive first an upper bound for the number of tuples $\mathbf{w}_{i}=\left(w_{i, 1}, \ldots, w_{i, r_{i}}\right) \in \mathbb{Z}^{r_{i}}$ for which there is a solution $\mathbf{x}$ of (2.2) with (7.12). In the proof we shall need the following three lemmas which are appropriate modifications of Lemmas 11 to 13 of Schmidt [32]. In Lemmas 1 to 3 below, we fix an element $w$ of $\mathbb{M}_{G}$.

Lemma 1. Let $\ell_{1}(\mathbf{x}), \ldots, \ell_{h}(\mathbf{x})$ be linearly dependent linear forms in $m$ variables with coefficients in $G$. Given integers $w_{1}, \ldots, w_{h}$, let $\mathfrak{X}$ be the set of $\mathbf{x} \in G^{m}$ for which

$$
w\left(\ell_{i}(\mathbf{x})\right) \geq w_{i} \text { for } i=1, \ldots, h
$$

Then $\mathfrak{X}$ may already be defined by $h-1$ of these inequalities.
Proof. This is in fact Lemma 11 of Schmidt [32]; we use here additive valuations instead of multiplicative ones.

Lemma 2. Let $\ell_{1}(\mathbf{x}), \ldots, \ell_{m}(\mathbf{x})$ be linear forms in $m$ variables and with coefficients in $G$. Suppose that there exists an $\mathbf{x}^{\prime} \in R^{m}$ with $\mathbf{x}^{\prime} \neq \mathbf{0}$ and

$$
\begin{equation*}
w\left(\mathbf{x}^{\prime}\right)=w_{0} \geq 0 \text { and } w\left(\ell_{i}\left(\mathbf{x}^{\prime}\right)\right) \geq w_{i}, i=1, \ldots, m \tag{7.13}
\end{equation*}
$$

where $w_{1}, \ldots, w_{m}$ are given integers. Then there is an $i_{0}$ with $1 \leq i_{0} \leq m$ such that the solutions of

$$
\begin{gather*}
w(\mathbf{x}) \geq w_{0} \text { and } w\left(\ell_{i}(\mathbf{x})\right) \geq w_{i} \text { in } \mathbf{x} \in R^{m}  \tag{7.14}\\
i=1, \ldots, i_{0}-1, i_{0}+1, \ldots, m
\end{gather*}
$$

imply that

$$
\begin{equation*}
w\left(\ell_{i}(\mathbf{x})\right) \geq w_{i} \text { for } i=1, \ldots, m \tag{7.15}
\end{equation*}
$$

Proof. We follow the argument of the proof of Lemma 12 of [32]. By Lemma 1, it suffices to deal with the case when $\ell_{1}, \ldots, \ell_{m}$ are linearly independent. Then there are $\gamma_{i, j} \in G, i \leq i, j \leq m$, such that

$$
\begin{equation*}
X_{j}=\gamma_{j 1} \ell_{1}(\mathbf{x})+\cdots+\gamma_{j m} \ell_{m}(\mathbf{x}), j=1, \ldots, m \tag{7.16}
\end{equation*}
$$

One may suppose without loss of generality that

$$
\begin{equation*}
w\left(\gamma_{11}\right)+w_{1}=\min _{1 \leq i, j \leq m}\left\{w\left(\gamma_{j i}\right)+w_{i}\right\} \tag{7.17}
\end{equation*}
$$

For the given $\mathbf{x}^{\prime}=\left(x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right)$, we have by (7.16), (7.13) and (7.17)

$$
w\left(x_{j}^{\prime}\right) \geq \min _{i}\left\{w\left(\gamma_{j i}\right)+w_{i}\right\} \geq w\left(\gamma_{11}\right)+w_{1} \text { for } j=1, \ldots, m
$$

Hence, by (7.13), we have

$$
\begin{equation*}
w_{0} \geq w\left(\gamma_{11}\right)+w_{1} \tag{7.18}
\end{equation*}
$$

This implies that $\gamma_{11} \neq 0$. Let $\mathbf{x} \in R^{m}$ satisfy (7.14). Then for $i_{0}=1$, (7.16), (7.14), (7.17) and (7.18) give

$$
\begin{array}{r}
w\left(\gamma_{11}\right)+w\left(\ell_{1}(\mathbf{x})\right) \geq \min \left\{w\left(\gamma_{12}\right)+w_{2}, \ldots, w\left(\gamma_{1 m}\right)+w_{m}, w\left(x_{1}\right)\right\} \geq \\
w\left(\gamma_{11}\right)+w_{1}
\end{array}
$$

whence $w\left(\ell_{1}(\mathbf{x})\right) \geq w_{1}$ and (7.15) follows.
Lemma 3. Let $\ell_{1}, \ldots, \ell_{r}$ be linear forms in $m$ variables and with coefficients in $G$, and put $q=\min \{m-1, t\}$, where $t$ is the maximal number of linearly independent forms among $\ell_{1}, \ldots \ell_{r}$. Let $w_{1}, \ldots, w_{r}$ be integers, and suppose that there is an $\mathbf{x}^{\prime} \in R^{m}$ with $\mathbf{x}^{\prime} \neq \mathbf{0}$ and

$$
w\left(\mathbf{x}^{\prime}\right)=w_{0} \geq 0 \text { and } w\left(\ell_{i}\left(\mathbf{x}^{\prime}\right)\right) \geq w_{i}, i=1, \ldots, r
$$

Then there are $q$ among these forms, say $\ell_{i_{1}}, \ldots, \ell_{i_{q}}$, such that every $\mathbf{x} \in$ $R^{m}$ with

$$
w(\mathbf{x}) \geq w_{0} \text { and } w\left(\ell_{i_{j}}(\mathbf{x})\right) \geq w_{i_{j}}, j=1, \ldots, q
$$

satisfies

$$
w\left(\ell_{i}(\mathbf{x})\right) \geq w_{i} \text { for } i=1, \ldots, r
$$

Proof. The assertion follows by $r-t$ applications of Lemma 1 and, if $t=m$, a further application of Lemma 2 .

In the next lemma, let again $\alpha_{i}, \ell_{i, 1}, \ldots, \ell_{i, r_{i}}, k_{i, 1}, \ldots, k_{i, r_{i}}$ be as in (7.1) with property (7.2). For $i=1, \ldots, k$, define the fields $M_{i, j}(j=$ $1, \ldots, r_{i}$ ) by

$$
\begin{equation*}
\operatorname{Gal}\left(G / M_{i, j}\right)=\{\sigma \in \operatorname{Gal}(G / K): \sigma(j)=j\} \tag{7.19}
\end{equation*}
$$

For a non-zero divisor $\mathfrak{a}$ of $R$, we define $\tau_{q+1}(\mathfrak{a})$ and $\tau_{q}(\mathfrak{a})$ in a similar way as for principal divisors. Let $\mathfrak{p}$ be a prime divisor of $R, v=v_{\mathfrak{p}} \in \mathbb{M}_{K}$ the associated additive valuation and $w \in \mathbb{M}_{G}$ an extension of $v$.

Lemma 4. For $i=1, \ldots, k$, the number of tuples $\mathbf{w}_{i}=\left(w_{i, 1}, \ldots, w_{i, r_{i}}\right)$ $\in \mathbb{Z}^{r_{i}}$ for which there exists a solution $\mathbf{x}$ of (2.2) with

$$
\begin{equation*}
w_{i, j}=w\left(\ell_{i, j}(\mathbf{x})\right) \text { for } j=1, \ldots, r_{i} \tag{7.20}
\end{equation*}
$$

is at most

$$
\begin{equation*}
\binom{r_{i}}{q_{i}} \tau_{q_{i}+1}\left(\mathfrak{p}^{u_{i} v\left(\beta_{i}\right)}\right) \tag{7.21}
\end{equation*}
$$

Further, if we restrict ourselves to primitive solutions, this bound can be replaced by

$$
\begin{equation*}
\binom{r_{i}}{q_{i}} \tau_{q_{i}}\left(\mathfrak{p}^{u_{i} v\left(\beta_{i}\right)}\right) . \tag{7.22}
\end{equation*}
$$

Proof. Fix a subscript $i$ with $1 \leq i \leq k$. For simplicity, we omit everywhere $i$. For $v(\beta)=0$, it follows from (7.8), (7.9) and (7.5) that $\mathbf{w}=$ $\left(w\left(\ell_{1}^{*}\right), \ldots, w\left(\ell_{r}^{*}\right)\right) \in \mathbb{Z}^{r}$ is the only tuple for which (2.2) can have a solution $\mathbf{x}$ with (7.20). Hence we assume that $v(\beta)>0$ and that (2.2) is solvable. First we deal with the general (not necessarily primitive) solutions. Let $\mathbf{w}=\left(w_{1}, \ldots, w_{r}\right) \in \mathbb{Z}^{r}$ be a tuple for which there is a solution $\mathbf{x}$ of (2.2) with the property (7.20). Then, by (7.5) and (7.7), we have

$$
\begin{equation*}
w(\alpha)+\sum_{j=1}^{r} k_{j} w_{j}=w(\beta) . \tag{7.23}
\end{equation*}
$$

It suffices to give an upper bound for the number of tuples $\mathbf{w}=\left(w_{1}, \ldots, w_{r}\right)$ $\in \mathbb{Z}^{r}$ for which (7.23) holds and for which there is an $\mathbf{x} \in \mathfrak{M}$ with $\mathbf{x} \neq \mathbf{0}$ and with the property (7.20).

Let $\mathbf{w}=\left(w_{1}, \ldots, w_{r}\right) \in \mathbb{Z}^{r}$ be such a tuple, and denote by $w_{0}$ the minimum of values $w(\mathbf{x})$ when $\mathbf{x}$ runs over all tuples $\mathbf{0} \neq \mathbf{x}=\left(x_{1}, \ldots, x_{m}\right) \in$ $R^{m}$ for which the corresponding $\mathrm{x} \in \mathfrak{M}$ satisfy (7.20), i.e., by (7.5),

$$
\begin{equation*}
w_{j}=w_{j}\left(\ell_{j}(\mathbf{x})\right)=w\left(\ell_{j}^{*}(\mathbf{x})\right) \text { for } j=1, \ldots, r \tag{7.24}
\end{equation*}
$$

By Lemma 3, we get linear forms $\ell_{j_{1}}^{*}, \ldots, \ell_{j_{q}}^{*}$ among the forms $\ell_{1}^{*}, \ldots, \ell_{r}^{*}$ with the property specified in Lemma 3. Denote by $w_{j_{1}}, \ldots, w_{j_{q}}$ the corresponding components in the tuple w. Following Schmidt [32], we call $\left(\ell_{j_{1}}^{*}, \ldots, \ell_{j_{q}}^{*}, w_{j_{1}}, \ldots, w_{j_{q}}\right)$ an anchor of the solutions under consideration which comes from the tuple $\mathbf{w}=\left(w_{1}, \ldots, w_{r}\right)$. We show now that different tuples yield different anchors. Assume, to the contrary, that $\mathbf{w}^{\prime}=\left(w_{1}^{\prime}, \ldots, w_{r}^{\prime}\right) \in \mathbb{Z}^{r}$ is another tuple for which there is an $\mathbf{x} \in \mathfrak{M}$ with

$$
\begin{equation*}
w\left(\ell_{j}(\mathbf{x})\right)=w\left(\ell_{j}^{*}(\mathbf{x})\right)=w_{j}^{\prime} \text { for } j=1, \ldots, r \tag{7.25}
\end{equation*}
$$

and

$$
\begin{equation*}
w(\alpha)+\sum_{j=1}^{r} k_{j} w_{j}^{\prime}=w(\beta) \tag{7.26}
\end{equation*}
$$

Further, assume that the anchor coming from $\mathbf{w}^{\prime}$ coincides with the aboveconsidered anchor coming from $\mathbf{w}$. Then $w_{j_{i}}^{\prime}=w_{j_{i}}$ for $i=1, \ldots, q$. Let $\min _{\mathbf{x} \in R^{m}} w(\mathbf{x})=w_{0}^{\prime}$, where the minimum is taken over all tuples $\mathbf{0} \neq \mathbf{x}=$ $\left(x_{1}, \ldots, x_{m}\right) \in R^{m}$ for which the corresponding $\mathbf{x} \in \mathfrak{M}$ satisfy (7.25). Suppose that $w_{0} \geq w_{0}^{\prime}$. Then for every $\mathbf{0} \neq \mathbf{x} \in R^{m}$ which satisfies (7.24) we have

$$
w(\mathbf{x}) \geq w_{0}^{\prime} \text { and } w\left(\ell_{j_{i}}^{*}(\mathbf{x})\right) \geq w_{j_{i}}^{\prime} \text { for } j=1, \ldots, q
$$

Hence, it follows from Lemma 3 that $w_{j} \geq w_{j}^{\prime}$ for $j=1, \ldots, r$. Finally, together with (7.23) and (7.26) this implies that $w_{j}^{\prime}=w_{j}$ for $j=1, \ldots, r$ which proves our claim.

It remained to estimate the number of possible anchors. The number of $q$-tuples $\left(j_{1}, \ldots, j_{q}\right)$ with $1 \leq j_{1}<\cdots<j_{q} \leq r$ is $\binom{r}{q}$. Hence it will be enough to prove that for given $j_{1}, \ldots, j_{q}$, the number of possibilities for $w_{j_{1}}, \ldots, w_{j_{q}}$ is at most $\tau_{q+1}\left(\mathfrak{p}^{u v(\beta)}\right)$. For convenience, we estimate the number of anchors ( $\ell_{1}^{*}, \ldots, \ell_{q}^{*}, w_{1}, \ldots, w_{q}$ ), i.e. the number of possibilities for $w_{1}, \ldots, w_{q}$. For this purpose it suffices to estimate the number of possibilities for $v_{j}:=w_{j}-w\left(\ell_{j}^{*}\right), j=1, \ldots, q$.

For the tuples $\left(v_{1}, \ldots, v_{q}\right)$ under consideration, we have by (7.8) and (7.9)

$$
\begin{equation*}
\sum_{j=1}^{q} v_{j} \leq w(\beta)=e \cdot v(\beta) \text { and } v_{j} \geq 0 \text { for } j=1, \ldots, q \tag{7.27}
\end{equation*}
$$

where $e$ denotes the ramification index of $w$ with respect to $v$. Denote by $w^{(j)}$ the extension of $v$ to the extension field $M_{j}$ of $K$ defined by (7.19), and by $e_{1}^{(j)}, e_{2}^{(j)}$ the ramification index of $w^{(j)}$ with respect to $v$, and the
ramification index of $w$ with respect to $w^{(j)}$. Then $e_{1}^{(j)} e_{2}^{(j)}=e$. Further, in view of $v_{j}=w\left(\ell_{j}(\mathbf{x})\right)-w\left(\ell_{j}^{*}\right)$, there is a non-negative integer $v_{j}^{(j)}$ such that $v_{j}=e_{2}^{(j)} v_{j}^{(j)}$. Hence, by (7.27),

$$
\sum_{j=1}^{q} \frac{v_{j}^{(j)}}{e_{1}^{(j)}} \leq v(\beta) \text { and } v_{j}^{(j)} \geq 0 \text { for } j=1, \ldots, q
$$

But $e_{1}^{(j)} \leq\left[M_{j}: K\right]$ and $\left[M_{j}: K\right] \leq u$ (see e.g. [3]), where $u$ is the maximum of the degrees of the irreducible factors of $F$ over $K$. Thus it suffices to estimate from above the number of $\left(v_{1}^{(1)}, \ldots, v_{q}^{(q)}\right) \in \mathbb{Z}^{q}$ for which

$$
\begin{equation*}
\sum_{j=1}^{q} v_{j}^{(j)} \leq u \cdot v(\beta) \text { and } v_{j}^{(j)} \geq 0 \text { for } j=1, \ldots, q \tag{7.28}
\end{equation*}
$$

However, the number of these tuples is equal to $\tau_{q+1}\left(\mathfrak{p}^{u \cdot v(\beta)}\right)$.
Next we consider only the primitive solutions. Then following the above arguments, it is easy to see that if in $(7.28) v_{1}^{(1)}, \ldots, v_{q}^{(q)}$ and $v_{1}^{\prime(1)}, \ldots$, $v_{q}^{\prime(q)}$ come from anchors and $v_{j}^{(j)} \leq v_{j}^{(j)}$ for $j=1, \ldots, q$ then $v_{j}^{\prime(j)}=v_{j}^{(j)}$ for $j=1, \ldots, q$. This implies that for given $v_{1}^{(1)} \ldots, v_{q-1}^{(q-1)}$, there is at most one possibility for $v_{q}^{(q)}$ in (7.28). Thus, in this case the number of tuples satisfying (7.28) is equal to $\tau_{q}\left(\mathfrak{p}^{u v(\beta)}\right)$.

We are now in a position to give upper bound for the number of classes of solutions of (2.2).

Lemma 5. The number of classes of solutions of (2.2) is at most

$$
\begin{equation*}
C_{k}=\prod_{i=1}^{k}\binom{r_{i}}{q_{i}}^{w\left(\beta_{i}\right)} \tau_{q_{i+1}}\left(\beta_{i}^{u_{i}}\right) \tag{7.29}
\end{equation*}
$$

Further, if we restrict ourselves to primitive solutions, then this bound can be repleced by

$$
\begin{equation*}
C_{k}^{*}=\prod_{i=1}^{k}\binom{r_{i}}{q_{i}}^{w\left(\beta_{i}\right)} \tau_{q_{i}}\left(\beta_{i}^{u_{i}}\right) \tag{7.30}
\end{equation*}
$$

Proof. Fix a subscript $i$ with $1 \leq i \leq k$. For simplicity, we omit again $i$ everywhere in the proof below.

By the definition of the classes of solutions, every class $\mathcal{C}$ of solutions $\mathbf{x}$ of $(2.2)$ is uniquely determined by the tuples $\left(w_{\mathfrak{P}}\left(\ell_{j}(\mathbf{x})\right)_{1 \leq j \leq r}\right.$ where
$\mathbf{x} \in \mathfrak{M}$ with $\mathbf{x} \in \mathcal{C}$ and where $\mathfrak{P}$ runs over all prime divisors of $R_{G}$. But, for a prime divisor $\mathfrak{P}$ for which $\mathfrak{P} \nmid(\beta)$ in $R_{G}$, the corresponding tuple $\left(w_{\mathfrak{P}}\left(\ell_{j}(\mathbf{x})\right)_{1 \leq j \leq r}\right.$ coincides with the tuple $\left(w_{\mathfrak{P}}\left(\ell_{j}^{*}\right)\right)_{1 \leq j \leq r}$ by (7.5), (7.8) and (7.9). Further, $G / K$ being a normal extension, the prime divisors of $(\beta)$ in $R_{G}$ are conjugate to each others (see e.g. [3], Ch. III). This implies that for each $\sigma \in \operatorname{Gal}(G / K),\left(w_{\sigma(\mathfrak{P})}\left(\ell_{j}(\mathbf{x})\right)_{1 \leq j \leq r}\right.$ is uniquely determined by $\left(w_{\mathfrak{P}}\left(\ell_{j}(\mathbf{x})\right)\right)_{1 \leq j \leq r}$. Thus, the number of classes of solutions of (2.2) is equal to the number of tuples of vectors

$$
\left(w_{\mathfrak{P}_{1}}\left(\ell_{j}(\mathbf{x})\right)\right)_{1 \leq j \leq r}, \ldots,\left(w_{\mathfrak{P}_{s}}\left(\ell_{j}(\mathbf{x})\right)\right)_{1 \leq j \leq r}
$$

where $\mathbf{x} \in \mathfrak{M}$ runs over all solutions $\mathbf{x}$ of (2.2) and $\left\{\mathfrak{P}_{1}, \ldots, \mathfrak{P}_{s}\right\}$ is a maximal set of prime divisors of $(\beta)$ in $R_{G}$ which are not conjugate to each others. Here $s=w(\beta)$. By appling now Lemma 4, using the fact that $\tau_{q+1}()$ (and similarly $\tau_{q}()$ ) is multiplicative, and repeating the above argument for $i=1, \ldots, k$, we get (7.29). In case of primitive solutions, we get (7.30) in a similar way, using (7.22) instead of (7.21) in Lemma 4.

Next we consider the solutions of (2.2) contained in an $\mathcal{L}$-admissible, $\mathcal{L}$-non-degenerate subspace (cf. § 3) of $K \mathfrak{M}$. We recall that $B\left(p, R_{G}^{*}\right)$ was defined in 2.

Lemma 6. Let $\mathcal{C}$ be a class of solutions of (2.2), and let $H$ be an admissible, non-degenerate subspace of $K \mathfrak{M}$ with dimension $p \geq 2$. All solutions $\mathbf{x}$ of (2.2) in $\mathcal{C}$ with $\mathbf{x} \in H$ are contained in the union of at most $B\left(p, R_{G}^{*}\right)$ admissible, proper subspaces of $H$.

Proof. We shall use some argument from the proof of Lemma 2 of [6]. Let $\mathbf{x}_{0}$ be a fixed solution of $(2.2)$ from $\mathcal{C}$. Put

$$
\ell_{i}^{\prime}(\mathbf{x})=\ell_{i}(\mathbf{x}) / \ell_{i}\left(\mathbf{x}_{0}\right) \text { for } \mathbf{x} \in K \mathfrak{M}, i=1, \ldots, f
$$

Then

$$
\begin{equation*}
\ell_{i}^{\prime}(\mathbf{x}) \in R_{G}^{*} \text { for } i=1, \ldots, f \tag{7.31}
\end{equation*}
$$

and for all solutions $\mathbf{x} \in \mathcal{C}$ with $\mathbf{x} \in H$. Since by assumption $H$ is nondegenerate, there exist linear functions $\ell_{i_{1}}^{\prime}, \ldots, \ell_{i_{h}}^{\prime}$ in $\left\{\ell_{1}^{\prime}, \ldots, \ell_{f}^{\prime}\right\}$ which are pairwise linearly independent on $H$ such that

$$
\begin{equation*}
\sum_{j=1}^{h} c_{j} \ell_{i_{j}}^{\prime}(\mathbf{x})=0 \text { identically on } H \tag{7.32}
\end{equation*}
$$

for some $c_{1}, \ldots, c_{h} \in G^{*}$. Let $h$ be the smallest integer with this property; then we have $3 \leq h \leq p+1$. From (7.32) it follows that

$$
\sum_{j=1}^{h-1}\left(-c_{j} / c_{h}\right) \ell_{i_{j}}^{\prime}(\mathbf{x}) / \ell_{i_{h}}^{\prime}(\mathbf{x})=1
$$

for all solutions $\mathbf{x}$ with $\mathbf{x} \in \mathcal{C} \cap H$. Since $R_{G}^{*}$ is finitely generated, it follows from Theorem 3 of $[8]$ that the tuples $\left(\ell_{i_{1}}^{\prime}(\mathbf{x}) / \ell_{i_{h}}^{\prime}(\mathbf{x}), \ldots, \ell_{i_{h-1}}^{\prime}(\mathbf{x}) / \ell_{i_{h}}^{\prime}(\mathbf{x})\right)$ for which $\mathbf{x} \in \mathcal{C} \cap H$, are contained in at most $B\left(p, R_{G}^{*}\right)(h-2)$-dimensional subspaces of $G^{h-1}$. For each of these subspaces of $G^{h-1}$, there are $\gamma_{1}, \ldots$, $\gamma_{h-1} \in G$, not all zero, such that

$$
\sum_{j=1}^{h-1} \gamma_{j} \ell_{i_{j}}^{\prime}(\mathbf{x}) / \ell_{i_{h}}^{\prime}(\mathbf{x})=0
$$

that is

$$
\begin{equation*}
\sum_{j=1}^{h-1} \gamma_{j} \ell_{i_{j}}^{\prime}(\mathbf{x})=0 \tag{7.33}
\end{equation*}
$$

for the corresponding solutions $\mathbf{x}$ with $\mathbf{x} \in \mathcal{C} \cap H$. By the minimality of $h$, (7.33) cannot hold for all $\mathbf{x} \in H$. Therefore, the $\mathbf{x} \in H$ satisfying (7.33) lie in a $(p-1)$-dimensional subspace $H^{\prime}$ of $H$ which is admissible.

Lemma 7. Suppose that $K \mathfrak{M}$ is non-degenerate, and let $\mathcal{C}$ be a class of solutions of (2.2). Then all solutions of (2.2) which belong to $\mathcal{C}$ are contained in the union of at most

$$
\prod_{i=2}^{n} B\left(i, R_{G}^{*}\right)
$$

admissible, degenerate subspaces of $K \mathfrak{M}$.
Proof. Lemma 7 follows immediately by repeated applications of Lemma 6.

Let $H$ be a non-zero subspace of $K \mathfrak{M}$, and consider the linear mapping $\Psi: K \mathfrak{M} \rightarrow G^{f}$ introduced in (2.7). Then $\Psi$ establishes an isomorphism between $H$ and the subspace $\Psi(H)$ of $\mathbf{M}$.

Lemma 8. Let $H$ be a non-zero subspace of $K \mathfrak{M}$. Then the following two statements are equivalent:
(i) $H$ is admissible and degenerate;
(ii) $\Psi(H)=\boldsymbol{\nu} \cdot \mathbf{L}$ for some $\boldsymbol{\nu} \in \Psi(H) \cap \mathbf{M}^{*}$ and some $K$-subalgebra $\mathbf{L}=\mathbf{L}(I)$ of $\mathbf{M}$ where $I$ is a symmetric partition of $\mathcal{J}$.
In particular, $K \mathfrak{M}$ is admissible and degenerate if and only if the $R$-lattice $\mathcal{M}$ is full in $\mathbf{M}$, and then $\Psi(K \mathfrak{M})=\mathbf{M}$.

Remark 1. It follows from Lemma 8 that $K \mathfrak{M}$ has an admissible, degenerate subspace of dimension $\geq 2$ if and only if $\mathcal{M}$ is degenerate (as defined in § 3).

Remark 2. We note that in (ii) the $K$-subalgebra $\mathbf{L}$ of $\mathbf{M}$ is uniquely determined by $H$.

Proof. We receall that $n(\geq 2)$ is the dimension of the $K$-vector space $K \mathfrak{M}$. Let $\left\{\mathbf{e}_{1}, \ldots, \mathbf{e}_{n}\right\}$ be a basis of $K \mathfrak{M}$, and put

$$
\begin{equation*}
\ell_{j}^{*}(\mathbf{X})=\sum_{v=1}^{n} \ell_{j}\left(\mathbf{e}_{v}\right) X_{v} \text { for } j \in \mathcal{J} \tag{7.34}
\end{equation*}
$$

We have $\ell_{j}^{*}=\ell_{j^{\prime}}^{*}$ if $\ell_{j}=\ell_{j^{\prime}}$, and, by (2.4),

$$
\begin{equation*}
\sigma\left(\ell_{j}^{*}\right)=\ell_{\sigma(j)}^{*} \quad \text { for all } j \quad \text { and } \sigma \in \operatorname{Gal}(G / K) \tag{7.35}
\end{equation*}
$$

We indentify $\mathbf{x} \in K \mathfrak{M}$ with the tuple $\left(x_{1}, \ldots, x_{n}\right) \in K^{n}$ for which $\mathbf{x}=$ $x_{1} \mathbf{e}_{1}+\cdots+x_{n} \mathbf{e}_{n}$. Denote by $\mathcal{L}^{*}$ the collection of linear forms $\ell_{j}^{*}$ with $j \in \mathcal{J}$, and by $H^{*}$ the set of tuples $\left(x_{1}, \ldots, x_{n}\right) \in K^{n}$ for which $\mathbf{x}=$ $x_{1} \mathbf{e}_{1}+\cdots+x_{n} \mathbf{e}_{n} \in H$. Then $H^{*}$ is a $K$-vector subspace of $K^{n}$ having the same dimension, say $p$, as $H$. Further, $H^{*}$ is $\mathcal{L}^{*}$-admissible if $H$ so is, and $H^{*}$ is $\mathcal{L}^{*}$-non-degenerate or $\mathcal{L}^{*}$-degenerate according as $H$ is $\mathcal{L}$-nondegenerate or $\mathcal{L}$ degenerate.

Denote by $r^{\prime}$ the maximal number of pairwise linearly independent linear functions among the elements of $\mathcal{L}$ over $H$. Then we have $r^{\prime} \geq p$.

Now we prove the implication (i) $\Rightarrow$ (ii). Suppose that $H$ is $\mathcal{L}$ admissible and $\mathcal{L}$-degenerate. Let $j_{1}, \ldots, j_{v}$ be a full set of representatives of the $\operatorname{Gal}(G / K)$-orbits $\mathcal{C}_{1}, \ldots, \mathcal{C}_{v}$ of $\mathcal{J}$ defined in $\S 2$. It follows from the degeneracy of $H$ that $H$ is then also degenerate (and admissible) with respect to the collection of linear functions $\left\{\ell_{\sigma\left(j_{w}\right)}\right\}_{\sigma \in \operatorname{Gal}(G / K)}$ for $w=1, \ldots, v$. Consequently, $H^{*}$ is admissible and degenerate with respect to the collection of linear forms $\left\{\ell_{\sigma\left(j_{w}\right)}^{*}\right\}_{\sigma \in \operatorname{Gal}(G / K)}$ for $w=1, \ldots, v$. By Lemma 3 of [6], we have

$$
\left\{\begin{array}{l}
\ell_{j_{w}}(H)=\ell_{j_{w}}^{*}\left(H^{*}\right)=\nu_{j_{w}}^{\prime} L_{j_{w}} \text { for some } \nu_{j_{w}}^{\prime} \in \ell_{j_{w}}(H) \backslash\{0\}  \tag{7.36}\\
\text { and some field } L_{j_{w}} \text { with } K \subseteq L_{j_{w}} \subseteq G \text { for } w=1, \cdots, v .
\end{array}\right.
$$

It follows from (7.36) that for each $j \in \mathcal{J}$,

$$
\begin{equation*}
\ell_{j}(H)=\ell_{j}^{*}\left(H^{*}\right)=\nu_{j}^{\prime} L_{j} \text { for some } \nu_{j}^{\prime} \in \ell_{j}(H) \backslash\{0\} \tag{7.37}
\end{equation*}
$$

where the $L_{j}$ are subfields of $G$ with $K \subseteq L_{j}$ and with the property

$$
\begin{equation*}
\sigma\left(L_{j}\right)=L_{\sigma(j)} \text { for all } \sigma \in \operatorname{Gal}(G / K) \tag{7.38}
\end{equation*}
$$

Further, using a well-known theorem (see e.g. [33], Ch. I, Theorem 14), $\nu_{j}^{\prime}$ can be chosen in (7.37) so that $\boldsymbol{\nu}^{\prime}=\left(\nu_{j}^{\prime}\right)_{j \in \mathcal{J}} \in \Psi(H) \cap \mathbf{M}^{*}$.

If $r^{\prime} \leq 2$ then, by the degeneracy of $H, r^{\prime}=p$. Suppose now that $r^{\prime} \geq 3$. Then $p \geq 2$. If $r^{\prime}>p$ then there are $p+1$ linear functions in
$\mathcal{L}$ which are linearly dependent but pairwise linearly independent on $H$. However, this contradicts the fact that $H$ is degenerate, hence $r^{\prime}=p$.

It follows from (7.37) that if $\ell_{j}$ and $\ell_{j^{\prime}}$ are linearly dependent on $H$ for some $j$ and $j^{\prime}$ in $\mathcal{J}$ then $L_{j}=L_{j^{\prime}}$. Consider now that partition $I$ of $\mathcal{J}$ in which $j$ and $j^{\prime}$ belong to the same subset if and only if $\ell_{j}$ and $\ell_{j^{\prime}}$ are linearly dependent on $H$. By (7.36) and (7.38), $I$ is symmetric. Further, it is easy to see that there is a $\boldsymbol{\nu} \in \Psi(H) \cap \mathbf{M}^{*}$ for which $\boldsymbol{\nu}^{-1} \Psi(H) \subseteq \mathbf{L}(I)$. On the other hand, it is not difficult to show that in view of $r^{\prime}=p, \boldsymbol{\nu}^{-1} \Psi(H)$ contains a basis of $\mathbf{L}=\mathbf{L}(I)$ as $K$-vector space and hence $\Psi(H)=\boldsymbol{\nu} \cdot \mathbf{L}$. This proves (ii).

Next we prove the implication (ii) $\Rightarrow$ (i). Suppose that $\Psi(H)=\boldsymbol{\nu} \cdot \mathbf{L}$ for some $\boldsymbol{\nu} \in \Psi(H) \cap \mathbf{M}^{*}$ and some $K$-subalgebra $\mathbf{L}=\mathbf{L}(I)$ of $\mathbf{M}$ where $I$ is a symmetric partition of $\mathcal{J}$. Then $H$ is $\mathcal{L}$-admissible. We prove that $H$ is $\mathcal{L}$-degenerate. It follows from $\Psi(H)=\boldsymbol{\nu} \cdot \mathbf{L}$ and (2.9) that $r^{\prime}=p$. But the above arguments show that if we consider a maximal subset of $\mathcal{L}$ consisting of $r^{\prime}$ pairwise linearly independent linear functions over $H$ then these are also linearly independent on $H$. Consequently, $H$ is $\mathcal{L}$-degenerate indeed.

Finally, consider the case when $H=K \mathfrak{M}$. It follows from the above arguments that $K \mathfrak{M}$ is degenerate if and only if $n=\operatorname{dim}_{K} K \mathfrak{M}$ is equal to $r$, the maximal number of pairwise linearly independent linear functions in the factorization of $F_{1} \ldots F_{k}$ over $G$. This is, however, equivalent to the fact that $\operatorname{dim}_{K} K \mathcal{M}=\operatorname{dim}_{K} \mathbf{M}$, i.e. that $\mathcal{M}$ is full in $\mathbf{M}$. This implies that $\Psi(K \mathfrak{M})=K \mathcal{M}=\mathbf{M}$.

Proof of Theorem 1. We recall that the linear mapping $\Psi$ defined by (2.7) establishes a one-to-one correspondence between the solutions $\mathbf{x}$ of (2.2) and the solutions $\boldsymbol{\mu}$ of (2.2'). By Lemma 5, the solutions of (2.2) belong to at most $C_{k}$ classes of solutions. Consider an arbitrary but fixed class of solutinons $\mathcal{C}$. If $K \mathfrak{M}$ is degenerate then all solutions of (2.2) in $\mathcal{C}$ are already contained in a single degenerate subspace $H$ of $K \mathfrak{M}$, namely in $K \mathfrak{M}$ itself. Otherwise, if $K \mathfrak{M}$ is non-degenerate then, by Lemma 7, all solutions in $\mathcal{C}$ are contained in the union of at most

$$
\prod_{i=2}^{n} B\left(i, R_{G}^{*}\right)
$$

admissible, degenerate subspaces of $K \mathfrak{M}$. Let $H$ be such a subspace. Then it follows from Lemma 8 that $\Psi(H)=\boldsymbol{\mu} \cdot \mathbf{L}$ for some $K$-subalgebra $\mathbf{L}=\mathbf{L}(I)$ of $\mathbf{M}$ where $I$ is a symmetric partition of $\mathcal{J}$, and some $\boldsymbol{\mu}=$ $\left(\mu_{j}\right) \in \Psi(H) \cap \mathbf{M}^{*}$ which can be chosen to be a solution of the system of equations (2.2'). Further, if $\mathcal{M}$ is full in $\mathbf{M}$ then $K \mathfrak{M}$ is degenerate, i.e. $H=K \mathfrak{M}$ is the only subspace under consideration. Consider now all those solutions $\boldsymbol{\mu}^{\prime}=\left(\mu_{j}^{\prime}\right)$ of (2.2') which belong both to $\Psi(\mathcal{C})$ and to $\boldsymbol{\mu} \cdot \mathbf{L}$. Then $\mu_{j}^{\prime} / \mu_{j} \in R_{G}^{*}$ for $j=1, \ldots, f$. On the other hand, we have $\boldsymbol{\mu}^{\prime} \in \boldsymbol{\mu} \cdot \mathbf{L}$.

Hence $\boldsymbol{\mu}^{\prime} \in \boldsymbol{\mu} \cdot R_{\mathbf{L}}^{*}$, i.e. all the $\boldsymbol{\mu}^{\prime}$ considered above belong to the wide family of solutions $\left(\boldsymbol{\mu} \cdot R_{\mathbf{L}}^{*}\right) \cap \mathcal{M}$. This completes the proof of Theorem 1.

Proof of Corollary 1'. In view of Lemma 8, the first assertion is an immediate consequence of Corollary 1. The second assertion (concerning primitive solutions) follows from Lemmas 5, 7 and 8, using the argument of the proof of Theorem 1.

## §8. Proofs of Theorems 4, 4, 5 and Corollary 2

Theorem 4 follows immediately from Theorem 3 and Lemmas 9 and 10 below. In what follows, we use the notation of $\S 4$ and recall that in this case $R$ is $O_{S}$, the ring of $S$-integers of the number field $K$. In this special case, the rings $R_{G}, R_{\mathbf{L}}$ and $R_{L_{j}}$, defined in $\S 2$, will be denoted by $O_{S, G}, O_{S, \mathbf{L}}$ and $O_{S, L_{j}}$, respectively. Let $\mathbf{L}$ be an admissible subalgebra of M containing 1. Consider the unit group $\mathcal{D}_{\mathcal{M}}^{\mathbf{L} *}$ of the coefficient ring $\mathcal{D}_{\mathcal{M}}^{\mathbf{L}}$ of $\mathcal{M}^{\mathrm{L}}$.

Lemma 9. $\mathcal{D}_{\mathcal{M}}^{\mathbf{L} *}$ is a subgroup of finite index in $O_{S, \mathbf{L}}^{*}$.
Proof. $O_{S, \mathbf{L}}$ consists of those elements $\boldsymbol{\lambda}=\left(\lambda_{j}\right)$ of $\mathbf{L}$ for which $\lambda_{j} \in O_{S, \mathbf{L}_{j}}$ where $O_{S, \mathbf{L}_{j}}$ is the integral closure of $O_{S}$ in $L_{j}$. The ring $O_{S, \mathbf{L}_{j}}$ is a finitely generated $O_{S}$-module for each $j \in \mathcal{J}$. Consequently, by (2.9), $O_{S, \mathbf{L}}$ is an $O_{S}$-lattice. Hence there exists an $\alpha \in O_{S} \backslash\{0\}$ such that

$$
\begin{equation*}
\alpha \mathcal{M}^{\mathbf{L}} O_{S, \mathbf{L}} \subseteq \mathcal{M}^{\mathbf{L}} \tag{8.1}
\end{equation*}
$$

The ring $O_{S} / \mathfrak{a}$ is finite for every non-zero integral $O_{S}$-ideal $\mathfrak{a}$ in $K$. Since $O_{S}$ is a Dedekind ring, the same finiteness assertion is true for $O_{S, L_{j}} / \mathfrak{a}_{L_{j}}$ where $\mathfrak{a}_{L_{j}}$ is an arbitrary non-zero integral $O_{S, L_{j}}$-ideal in $L_{j}$ for $j \in \mathcal{J}$ (cf. [20]). This implies that there exists a positive integer $a$ such that for every $\varepsilon_{j} \in O_{S, L_{j}}^{*}, \varepsilon_{j}^{a} \equiv 1(\bmod \alpha)$ in $O_{S, L_{j}}$ for all $j \in \mathcal{J}$. Let now $\boldsymbol{\varepsilon}$ be an arbitrary element of $O_{S, \mathbf{L}}^{*}$. Then we obtain that $\varepsilon^{a}-\mathbf{1} \in \alpha \cdot O_{S, \mathbf{L}}$. Together with (8.1) this implies that $\left(\varepsilon^{a}-\mathbf{1}\right) \mathcal{M}^{\mathbf{L}} \subseteq \mathcal{M}^{\mathbf{L}}$, whence $\boldsymbol{\varepsilon}^{a} \in \mathcal{D}_{\mathcal{M}}^{\mathbf{L}}$. Further, it follows in a similar way that $\varepsilon^{-a} \in \mathcal{D}_{\mathcal{M}}^{\mathrm{L}}$. Hence $\varepsilon^{a} \in \mathcal{D}_{\mathcal{M}}^{\mathrm{L} *}$ and so $\mathcal{D}_{\mathcal{M}}^{\mathrm{L} *}$ is indeed of finite index in $O_{S, \mathbf{L}}^{*}$.

In the special situation considered above, an explicit upper bound can be derived for the number $B\left(p, O_{S, G}^{*}\right)$ (introduced in $\S 2$ ) by means of a recent result of Schlickewei [26] on $S$-unit equations.

Lemma 10. The number $B\left(i, O_{S, G}^{*}\right)$ can be chosen so that

$$
\begin{equation*}
\prod_{i=2}^{n} B\left(i, O_{S, G}^{*}\right) \leq \exp \left\{2^{37 n D} \cdot s^{6} \cdot \log (4 s D)\right\} \tag{8.2}
\end{equation*}
$$

Proof. Consider equation (2.14) over $K$ with $\Gamma=O_{S, G}^{*}$. Then the number of extensions to $G$ of the places in $S$ is at most $g \cdot s$, where $g=$ [ $H: K$ ]. Hence, by Lemma 6.1 of Schlickewei [26], $B\left(i, O_{S, G}^{*}\right)$ can be chosen so that

$$
B\left(i, O_{S, G}^{*}\right) \leq 2(i+1)^{s g}(4 \operatorname{sg} D)^{2^{35 i D} \cdot 4 s^{6}}
$$

whence (8.2) follows.
To prove Theorem $4^{\prime}$, we need two further lemmas. Let $I_{1}$ and $I_{2}$ be symmetric partitions of $\mathcal{J}$. It is easy to show that

$$
\begin{equation*}
\mathbf{L}_{2}\left(I_{2}\right) \subseteq \mathbf{L}_{1}\left(I_{1}\right) \Longleftrightarrow I_{1} \text { is a refinement of } I_{2} . \tag{8.3}
\end{equation*}
$$

The following two lemmas are generalizations of Lemmas 2 and 3 of Schmidt [29].

Lemma 11. Let $\mathbf{L}_{1}$ and $\mathbf{L}_{2}$ be admissible subalgebras of $\mathbf{M}$ with $\mathbf{L}_{1} \subseteq \mathbf{L}_{2}$. Then $\mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1}} \subseteq \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{2}}$ and $\mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1} *} \subseteq \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{2}{ }^{*}}$.

Proof. It follows from $\mathbf{L}_{1} \subseteq \mathbf{L}_{2}$ that $\mathcal{M}^{\mathbf{L}_{2}} \subseteq \mathcal{M}^{\mathbf{L}_{1}}$. Hence, for arbitrary $\boldsymbol{\lambda} \in \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1}}$ and $\boldsymbol{\mu} \in \mathcal{M}^{\mathbf{L}_{2}}$ we have $\boldsymbol{\lambda} \cdot \boldsymbol{\mu} \in \mathcal{M}^{\mathbf{L}_{1}} \subseteq \mathcal{M}$. Further, $\boldsymbol{\lambda} \in$ $\mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1}} \subseteq \mathbf{L}_{1} \subseteq \mathbf{L}_{2}$ implies that $\boldsymbol{\lambda} \cdot \boldsymbol{\mu} \in K \mathcal{M}^{\mathbf{L}_{2}}$, whence $\boldsymbol{\lambda} \cdot \boldsymbol{\mu} \in K \mathcal{M}^{\mathbf{L}_{2}} \cap \mathcal{M}=$ $\mathcal{M}^{\mathbf{L}_{2}}$. Hence $\boldsymbol{\lambda} \in \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{2}}$ and so $\mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1}} \subseteq \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{2}}$ which implies $\mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1} *} \subseteq \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{2}{ }^{*}}$.

Lemma 12. Let $\mathbf{L}_{1}$ and $\mathbf{L}_{2}$ be subalgebras of $\mathbf{M}$ with $\mathbf{1}$ such that $\mathbf{L}_{1}$ is admissible with respect to $\mathcal{M}$ and $\mathbf{L}_{2}$ is admissible with respect to $\mathcal{M}^{\mathbf{L}_{1}}$. Then $\mathbf{L}_{2} \supseteq \mathbf{L}_{1}, \mathbf{L}_{2}$ is admissible with respect to $\mathcal{M}$, and $K\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}}=$ $K \mathcal{M}^{\mathbf{L}_{2}}$ and $\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}}=\mathcal{M}^{\mathbf{L}_{2}}$.

Proof. As was mentioned in § 2, there are symmetric partitions $I_{1}=\left\{A_{1}, \ldots, A_{h}\right\}, I_{2}=\left\{B_{1}, \ldots, B_{\ell}\right\}$ of $\mathcal{J}$ such that $\mathbf{L}_{1}=\mathbf{L}_{1}\left(I_{1}\right)$ and $\mathbf{L}_{2}=\mathbf{L}_{2}\left(I_{2}\right)$. Put $I=\left\{A_{i} \cap B_{j}\right.$ : for $\left.i=1, \ldots, h, j=1, \ldots, \ell\right\}$ and denote by $\mathbf{L}=\mathbf{L}(I)$ the subalgebra associated with $I$. Then, by (8.3), $\mathbf{L}_{1} \subseteq \mathbf{L}$ and $\mathbf{L}_{2} \subseteq \mathbf{L}$. Further, for all $\boldsymbol{\lambda} \in \mathbf{L}_{1}, \boldsymbol{\mu} \in \mathbf{L}_{2}$, we have $\boldsymbol{\lambda} \cdot \boldsymbol{\mu} \in \mathbf{L}$. Denote by $I^{\prime}$ that symmetric partitions of $\mathcal{J}$ for which $\mathbf{L}^{\prime}=\mathbf{L}^{\prime}\left(I^{\prime}\right)$ is the subalgebra of $\mathbf{M}$ generated by the products $\boldsymbol{\lambda} \cdot \boldsymbol{\mu}$ with $\lambda \in \mathbf{L}_{1}, \boldsymbol{\mu} \in \mathbf{L}_{2}$. Then $\mathbf{L}^{\prime} \subseteq \mathbf{L}$. Further, $\mathbf{L}^{\prime}$ contains $\mathbf{L}_{1}$ and $\mathbf{L}_{2}$, hence $I^{\prime}$ is a refinement both of $I_{1}$ and of $I_{2}$. This implies that $I^{\prime}$ is a refinement of $I$, i.e. that $\mathbf{L} \subseteq \mathbf{L}^{\prime}$, whence $\mathbf{L}^{\prime}=\mathbf{L}$.

For $\boldsymbol{\lambda} \in \mathbf{L}_{1}, \boldsymbol{\mu} \in \mathbf{L}_{2}$, we have $(\boldsymbol{\lambda} \cdot \boldsymbol{\mu})\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}}=\boldsymbol{\lambda}\left(\boldsymbol{\mu}\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}}\right) \subseteq$ $\lambda K \mathcal{M}^{\mathbf{L}_{1}} \subseteq K \mathcal{M}$ which yields $\mathbf{L}\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}} \subseteq K \mathcal{M}$. This implies that $\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}} \subseteq \mathcal{M}^{\mathbf{L}}$ and so $K\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}} \subseteq K \mathcal{M}^{\mathbf{L}}$. On the other hand, $\mathcal{M}^{\mathbf{L}} \cdot \mathbf{L} \subseteq$ $K \mathcal{M}^{\mathbf{L}} \subseteq K \mathcal{M}^{\mathbf{L}_{1}}$, whence

$$
K \mathcal{M}^{\mathbf{L}} \subseteq\left\{\boldsymbol{\mu} \in K \mathcal{M}^{\mathbf{L}_{1}}: \boldsymbol{\mu} \cdot \mathbf{L} \subseteq K \mathcal{M}^{\mathbf{L}_{1}}\right\}=K\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}} \subseteq K\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}}
$$

and so

$$
K\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}}=K\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}}=K \mathcal{M}^{\mathbf{L}}
$$

But, by assumption, $\mathbf{L}_{2}$ is admissible with respect to $\mathcal{M}^{\mathbf{L}_{1}}$, hence we get that $\mathbf{L}=\mathbf{L}_{2}$ and so $K\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}}=K \mathcal{M}^{\mathbf{L}_{2}}$. Further, $\mathbf{L}_{1} \subseteq \mathbf{L}_{2}$. If $\mathbf{L}_{2}^{\prime}$ is a subalgebra of $\mathbf{M}$ with $\mathbf{L}_{2}^{\prime} \supseteq \mathbf{L}_{2}$ and $K \mathcal{M}^{\mathbf{L}_{2}^{\prime}}=K \mathcal{M}^{\mathbf{L}_{2}}$ then one can see as above that $K\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}^{\prime}}=K \mathcal{M}^{\mathbf{L}_{2}^{\prime}}$ and so $K\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}^{\prime}}=K\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}}$. It follows now that $\mathbf{L}_{2}^{\prime}=\mathbf{L}_{2}$, i.e. that $\mathbf{L}_{2}$ is admissible with respect to $\mathcal{M}$. Finally,

$$
\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}}=K\left(\mathcal{M}^{\mathbf{L}_{1}}\right)^{\mathbf{L}_{2}} \cap \mathcal{M}^{\mathbf{L}_{1}}=K \mathcal{M}^{\mathbf{L}_{2}} \cap \mathcal{M}=\mathcal{M}^{\mathbf{L}_{2}}
$$

and the proof of Lemma 12 is completed.
Proof of Theorem 4'. The number of admissible subalgebras of $\mathbf{M}$ is at most $n^{r}$. Indeed, if $\mathbf{L}=\mathbf{L}(I)$ is an admissible subalgebra of $\mathbf{M}$ associated with a symmetric partition $I$ of $\mathcal{J}$, then there is a $\boldsymbol{\nu} \in K \mathcal{M}^{\mathbf{L}} \cap$ $\mathbf{M}^{*}$ for which $\boldsymbol{\nu} \cdot \mathbf{L} \subseteq K \mathcal{M}$. It follows from (2.9) that $\mathbf{L}$ has dimension $\rho \leq n$ over $K$, where $\rho$ is the number of sets in $I$ and $n=\operatorname{dim}_{K} K \mathcal{M}$. But it is easy to see that the number of partitions $I$ of $\mathcal{J}$ with at most $n$ subsets is at most $n^{r}$ which proves our claim.

Let $\mathbf{L}$ be an admissible subalgebra of $\mathbf{M}$. We shall show that under the notation and assumptions of Theorem $4^{\prime}$, (4.1) has only finitely many maximal $(\mathcal{M}, \mathbf{L})$-families of solutions. Further, we shall give an upper bound for the number of these families.

If $\mathbf{L}=\mathbf{K}$ (i.e. if $I$ consists of one subset) then $\Im_{\mathbf{K}}=1$ and Theorem 4 gives the bound

$$
\begin{equation*}
C_{k} \exp \left\{2^{37 n D} \cdot s^{6} \cdot \log (4 s D)\right\} \tag{8.4}
\end{equation*}
$$

for the number of maximal $(\mathcal{M}, \mathbf{K})$-families of solutions. Hence it suffices to deal with the case when $\mathbf{K} \varsubsetneqq \mathbf{L}$. All $(\mathcal{M}, \mathbf{L})$-families of solutions are contained in $\mathcal{M}^{\mathbf{L}}$. Thus we consider these solutions of (4.1) in $\mathcal{M}^{\mathbf{L}}$ instead of $\mathcal{M}$, i.e. we deal with the solutions of

$$
\begin{equation*}
\alpha_{i} N_{i}(\boldsymbol{\mu}) \in \beta_{i} O_{S}^{*} \text { in } \boldsymbol{\mu} \in \mathcal{M}^{\mathbf{L}}, i=1, \ldots, k . \tag{8.5}
\end{equation*}
$$

We have $2 \leq \operatorname{dim}_{K} \mathcal{M}^{\mathbf{L}} \leq n$. It follows from Theorem 4 that the set of solutions of (8.5) is the union of at most

$$
\begin{equation*}
\sum_{\mathbf{L}^{\prime}}\left[O_{S, \mathbf{L}^{\prime}}^{*}: \mathcal{D}_{\mathcal{M}^{\mathrm{L}}}^{\mathrm{L}^{\prime} *}\right] \tag{8.6}
\end{equation*}
$$

families of solutions $\boldsymbol{\mu} \mathcal{D}_{\mathcal{M}^{\mathbf{L}}}^{\mathbf{L}^{\prime} *}$, where the sum is extended to at most

$$
C_{k} \exp \left\{2^{37 n D} \cdot s^{6} \cdot \log (4 s D)\right\}
$$

subalgebras $\mathbf{L}^{\prime}$ of $\mathbf{M}$ which are admissible with respect to $\mathcal{M}^{\mathbf{L}}$ and for which (8.5) has an $\left(\mathcal{M}^{\mathbf{L}}, \mathbf{L}^{\prime}\right)$-family of solutions (and among which there can be identical subalgebras $\mathbf{L}^{\prime}$ ). Let

$$
\begin{equation*}
\boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}^{\mathrm{L}}}^{\mathrm{L}_{1}^{\prime *}}, \ldots, \boldsymbol{\mu}_{t} \mathcal{D}_{\mathcal{M}^{\mathrm{L}}}^{\mathrm{L}^{\prime} *} \tag{8.7}
\end{equation*}
$$

be these families of solutions.
The family of solutions $\boldsymbol{\mu}_{i} \mathcal{D}_{\mathcal{M} \mathbf{L}^{\mathbf{L}^{\prime}}}$ is contained in $\left(\mathcal{M}^{\mathbf{L}}\right)^{\mathbf{L}_{i}^{\prime}}$ for $i=1, \ldots, t$. By Lemma 12, we get that $\mathbf{L} \subseteq \mathbf{L}_{i}^{\prime}$, that $\mathbf{L}_{i}^{\prime}$ is admissible with respect to $\mathcal{M}$ and that $\left(\mathcal{M}^{\mathbf{L}}\right)^{\mathbf{L}_{i}^{\prime}}=\mathcal{M}^{\mathbf{L}_{i}^{\prime}}$. Hence $\boldsymbol{\mu}_{i} \mathcal{D}_{\mathcal{M}^{\mathbf{L}}}^{\mathbf{L}_{i}^{\prime *}}=\boldsymbol{\mu}_{i} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{i}^{\prime *}}$ for $i=1, \ldots, t$. This implies that the set of solutions of (8.5) is the union of the families of solutions

$$
\begin{equation*}
\boldsymbol{\mu}_{i} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{i^{*}}}, i=1, \ldots, t \tag{8.8}
\end{equation*}
$$

Further,

$$
\left[O_{S, \mathbf{L}_{i}^{\prime}}^{*}: \mathcal{D}_{\mathcal{M}} \mathbf{L}^{\prime} \mathbf{L}^{\prime} *\right]=\left[O_{S, \mathbf{L}_{i}^{\prime}}^{*}: \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{i}^{\prime} *}\right] \text { for } i=1, \ldots, t
$$

hence, in (8.6), $\left[O_{S, \mathbf{L}^{\prime}}^{*}: \mathcal{D}_{\mathcal{M}^{\mathbf{L}}}^{\mathbf{L}^{\prime}}\right]$ can be replaced by $\Im_{\mathbf{L}^{\prime}}$. Let now $\boldsymbol{\mu} \mathcal{D}_{\mathcal{M}}^{\mathbf{L} *}$ be a maximal $(\mathcal{M}, \mathbf{L})$-family of solutions of (4.1). Then $\boldsymbol{\mu} \mathcal{D}_{\mathcal{M}}^{\mathbf{L} *}$ is contained in the union of the families of solutions (8.8). We may assume without loss of generality that $\boldsymbol{\mu} \in \boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1}^{\prime} *}$, whence $\boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1}^{\prime} *}=\boldsymbol{\mu} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1}^{\prime} *}$. Since $\mathbf{L} \subseteq \mathbf{L}_{1}^{\prime}$, by Lemma 11 we have $\mathcal{D}_{\mathcal{M}}^{\mathrm{L} *} \subseteq \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1}^{\prime *}}$. Thus we have $\boldsymbol{\mu} \mathcal{D}_{\mathcal{M}}^{\mathrm{L} *} \subseteq \boldsymbol{\mu} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1}^{\prime} *}=\boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1}^{\prime *}}$. But, by assumption, $\boldsymbol{\mu} \mathcal{D}_{\mathcal{M}}^{\mathrm{L} *}$ is a maximal family, hence we have $\boldsymbol{\mu} \mathcal{D}_{\mathcal{M}}^{\mathrm{L} *}=$ $\boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}_{1}^{\prime}{ }^{*}}$. Consequently, $\boldsymbol{\mu} \mathcal{D}_{\mathcal{M}}^{\mathrm{L} *}$ is one of the families of solutions listed in (8.8). This completes the proof of the first assertion of the theorem.

Now suppose that $\mathcal{M}$ is full in $\mathbf{M}$. Then, by Lemma $8, K \mathfrak{M}$ is $\mathcal{L}$ degenerate and $\Psi(K \mathfrak{M})=\mathbf{M}$. If (4.1) is solvable, it follows from Theorem 4 that the set of solutions is contained in at most $C_{k} \Im_{\mathbf{M}}(\mathcal{M}, \mathbf{M})$-families of solutions, say $\boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathbf{M} *}, \ldots, \boldsymbol{\mu}_{t} \mathcal{D}_{\mathcal{M}}^{\mathbf{M} *}$. Let now $\boldsymbol{\mu}^{\prime} \mathcal{D}_{\mathcal{M}}^{\mathbf{L}^{\prime} *}$ be a maximal family of solutions of (4.1) where $\mathbf{L}^{\prime}$ is an admissible subalgebra of $\mathbf{M}$. Then we may suppose that $\boldsymbol{\mu}^{\prime} \in \boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathrm{M} *}$, whence $\boldsymbol{\mu}^{\prime} \mathcal{D}_{\mathcal{M}}^{\mathrm{M} *}=\boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathrm{M} *}$. Further, by Lemma $11, \mathcal{D}_{\mathcal{M}}^{\mathrm{L}^{\prime} *} \subseteq \mathcal{D}_{\mathcal{M}}^{\mathrm{M} *}$. Consequently, $\boldsymbol{\mu}^{\prime} \mathcal{D}_{\mathcal{M}}^{\mathrm{L}^{\prime} *} \subseteq \boldsymbol{\mu}^{\prime} \mathcal{D}_{\mathcal{M}}^{\mathrm{M} *}=\boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathrm{M} *}$. Since $\boldsymbol{\mu}^{\prime} \mathcal{D}_{\mathcal{M}}^{\mathrm{L}^{\prime *}}$ is maximal, it follows that $\boldsymbol{\mu}^{\prime} \mathcal{D}_{\mathcal{M}}^{\mathrm{L}^{\prime} *}=\boldsymbol{\mu}_{1} \mathcal{D}_{\mathcal{M}}^{\mathrm{M} *}$ which completes the proof of Theorem 4'.

The following two lemmas will be used in the proofs of Corollary 2 and Theorem 5.

Lemma 13. Let $\mathbf{L}$ be an admissible subalgebra of $\mathbf{M}$. Then $O_{S, \mathbf{L}}^{*} / O_{S}^{*}$ is finite if and only if one of the cases (4.8a) to (4.8d) holds.

Proof. It follows from (2.10) and a generalized version of Dirichlet's unit theorem (see e.g. [15], p. 549) that if one of the cases (4.8a) to (4.8d) holds then $O_{S, \mathbf{L}}^{*} / O_{S}^{*}$ is finite. Conversely, assume now that $O_{S, \mathbf{L}}^{*} / O_{S}^{*}$ is finite. By assumption, $\mathbf{L}=\mathbf{L}(I)$ with some symmetric partition $I=$ $\left\{A_{1}, \ldots, A_{h}\right\}$ of $\mathcal{J}$. Consider the $\operatorname{Gal}(G / K)$-orbits of $\mathcal{J}$ introduced before (4.8), and let again $\left\{j_{1}, \ldots, j_{b}\right\}$ be a full set of representatives of these orbits. Then, by (2.10),$O_{S, L_{j_{a}}}^{*} / O_{S}^{*}$ must be finite for $a=1, \ldots, b$.

We distinguish two cases:
$\underline{b=1}$. If $L_{j_{1}}=K$ then, in view of $O_{S, K}=O_{S}, O_{S, K}^{*} / O_{S}^{*}$ is finite and we get (4.8a). If $L_{j_{1}}$ is a proper extension of $K$, then using Dirichlet's unit theorem one can easily show that the case (4.8b) holds.
$b \geq 2$. First we prove that $O_{S}^{*}$ is finite. Suppose, on the contrary, that $O_{S}^{*}$ is infinite. Each orbit considered above consists of sets of $I$ of the same cardinality. Denote by $q_{j_{a}}$ the common cardinality of these sets in the orbit represented by $j_{a}$. There exist rational integers $p_{j_{1}}, \ldots, p_{j_{b}}$, not all zero, such that $\sum_{a=1}^{b} p_{j_{a}} q_{j_{a}}\left[L_{j_{a}}: K\right]=0$. We note that not all of the $p_{j_{a}}$ can be equal. Choose an element $\eta$ of $O_{S}^{*}$ which is not a root of unity, and for $t \in \mathbb{Z}$ put $\varepsilon_{t}=\left(\eta_{j}\right)_{j \in \mathcal{J}}$, where $\eta_{j}=\eta^{t p_{j_{a}}}$ if $j \in \mathcal{J}$ is contained in the orbit represented by $j_{a}$. It is easy to see that $\varepsilon_{t} \in O_{S, \mathbf{L}}^{*}$ and, for distinct $t_{1}, t_{2}$, we have $\varepsilon_{t_{1}} / \varepsilon_{t_{2}} \notin O_{S}^{*}$. However, this would imply that $O_{S, \mathbf{L}}^{*} / O_{S}^{*}$ is infinite which is impossible. Hence $O_{S}^{*}$ is finite indeed. Then, by Dirichlet's unit theorem, $K$ is equal to $\mathbb{Q}$ or an imaginary quadratic number field and $S=M_{\infty}(K)$. Further, $O_{S, L_{j_{a}}}^{*} / O_{S}^{*}$ being finite, $O_{S, L_{j_{a}}}^{*}$ must also be finite for $a=1, \ldots, b$. But $O_{S, L_{j_{a}}}$ is the ring of $S$-integers of $L_{j_{a}}, a=1, \ldots, b$, hence Dirichlet's unit theorem implies that one of the cases (4.8c), (4.8d) holds.

Lemma 14. Let $\mathbf{L}$ be an admissible subalgebra of $\mathbf{M}$ which is of the type (4.8). Then we have

$$
\left[O_{S, \mathbf{L}}^{*}: O_{S}^{*}\right]\left\{\begin{array}{l}
=1 \text { if } \mathbf{L} \text { is of the type }(4.8 \mathrm{a}) \\
\leq 40 d^{2} \text { if } \mathbf{L} \text { is of the type }(4.8 \mathrm{~b}) \\
\leq 6^{n} \text { if } \mathbf{L} \text { is of the type }(4.8 \mathrm{c}) \\
=1 \text { if } \mathbf{L} \text { is of the type }(4.8 \mathrm{~b})
\end{array}\right.
$$

Proof. For brevity, we put $\mathcal{J}_{\mathbf{L}}=\left[O_{S, \mathbf{L}}^{*}: O_{S}^{*}\right]$. By assumption, $\mathbf{L}$ is of the type (4.8). Hence, by Lemma 13, $\mathcal{J}_{\mathbf{L}}<\infty$. We shall use repeatedly (2.10). If $\mathbf{L}$ is of the type (4.8a) or (4.8d) then we have obviously $\mathcal{J}_{\mathbf{L}}=1$. Consider now the case when $\mathbf{L}$ is of the type (4.8b). Then it follows e.g. from Theorem 1 of [11] that $\mathcal{J}_{\mathbf{L}} \leq 2 \times$ the number of roots of unity of $L_{j_{1}}$. Denote by $\rho$ the maximum of the numbers of roots of unity in totally
imaginary quadratic extensions of $K$. Then $\varphi(\rho) \leq 2 d$, where $\varphi$ ( ) denotes Euler's function. But, by a theorem of Rosser and Schoenfeld [23]

$$
\frac{\rho}{\varphi(\rho)}<e^{\lambda} \log \log \rho+\frac{2,6}{\log \log \rho}
$$

where $\lambda=0,577 \ldots$ denotes Euler's constant. Hence

$$
\begin{equation*}
\rho \leq 20 d \log \log (3 d) \tag{8.9}
\end{equation*}
$$

whence

$$
\mathcal{J}_{\mathbf{L}} \leq 2 \rho \leq 40 d^{2}
$$

Finally, consider the case when $\mathbf{L}$ is of the type (4.8c). Since there are at most 6 roots of unity in an imaginary quadratic number field, we have $\mathcal{J}_{\mathbf{L}} \leq 6^{b}$. Further, it is easy to see that $b \leq n$. Thus $\mathcal{J}_{\mathbf{L}} \leq 6^{n}$, and this completes the proof of Lemma 11.

Proof of Corollary 2. By Theorem 4, the solutions of (4.1) belong to at most

$$
\begin{equation*}
\sum_{L} \mathfrak{I}_{L} \tag{8.10}
\end{equation*}
$$

families of solutions, where the sum is taken over at most

$$
\begin{equation*}
C_{k} \exp \left\{2^{37 n D} \cdot s^{6} \cdot \log (4 s D)\right\} \tag{8.11}
\end{equation*}
$$

admissible subalgebras $\mathbf{L}$ of $\mathbf{M}$ for which (4.1) has an ( $\mathcal{M}, \mathbf{L}$ )-family of solutions (and among which there can be identical subalgebras $\mathbf{L}$ ). Every $(\mathcal{M}, \mathbf{L})$-family of solutions $\boldsymbol{\mu} \mathcal{D}_{\mathcal{M}}^{\mathbf{L} *}$ splits into $\left[\mathcal{D}_{\mathcal{M}}^{\mathbf{L} *}: O_{S}^{*}\right] O_{S^{\text {- }}}^{*}$ cosets of solutions. But, by assumption, (4.1) has only finitely many $O_{S}^{*}$-cosets of solutions, hence $\left[\mathcal{D}_{\mathcal{M}}^{\mathrm{L} *}: O_{S}^{*}\right]$ must be finite for all admissible subalgebras $\mathbf{L}$ involved in (8.10). Thus

$$
\left[O_{S, \mathbf{L}}^{*}: O_{S}^{*}\right]=\mathfrak{I}_{\mathbf{L}} \cdot\left[\mathcal{D}_{\mathcal{M}}^{\mathbf{L} *}: O_{S}^{*}\right]
$$

is also finite and hence, by Lemma 13, each of the $\mathbf{L}$ involved is of the type (4.8). Further, in view of (8.10) the solutions of (4.1) belong to at most

$$
\begin{equation*}
\sum_{\mathbf{L}}\left[O_{S, \mathbf{L}}^{*}: O_{S}^{*}\right] \tag{8.12}
\end{equation*}
$$

$O_{S}^{*}$-cosets of solutions, where the sum is taken over the same admissible subalgebras $\mathbf{L}$ as in (8.10). By Lemma 14, we have

$$
\left[O_{S, \mathbf{L}}^{*}: O_{S}^{*}\right] \leq \max \left\{40 d^{2}, 6^{n}\right\}
$$

for each $\mathbf{L}$ involved in (8.10) and (8.12). Together with (8.11) this implies the assertion of Corollary 2.

Proof of Theorem 5. It suffices to prove the equivalence of the statements (i) and (ii). Then the bound (4.4) in Theorem 5 follows immediately from Corollary 2.

By Theorem 4, the solutions of (4.1) are contained in the union of finitely many sets of the form $\boldsymbol{\mu} \mathcal{D}_{\mathcal{M}}^{\mathbf{L} *}$, where $\mathbf{L}$ is an admissible subalgebra of $\boldsymbol{M}$ and $\boldsymbol{\mu} \in \mathcal{M}^{\mathbf{L}}$ is a solution of (4.1). This implies that (4.1) has finitely many $O_{S}^{*}$-cosets of solutions for all $\beta_{1}, \ldots, \beta_{k} \in O_{S} \backslash\{0\}$ if and only if $\mathcal{D}_{\mathcal{M}}^{\mathbf{L} *} / O_{S}^{*}$ is finite for all admissible subalgebras $\mathbf{L}$ of $\mathbf{M}$. But, by Lemma $9, O_{S, \mathbf{L}}^{*} / \mathcal{D}_{\mathcal{M}}^{\mathrm{L} *}$ is finite. Hence the statement (ii) in Theorem 5 is equivalent to the fact that $O_{S, \mathbf{L}}^{*} / O_{S}^{*}$ is finite for all admissible subalgebras $\mathbf{L}$ of M. Finally, in view of Lemma 13 we get that the statements (i) and (ii) of Theorem 5 are indeed equivalent.
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[^0]:    ${ }^{1)}$ For any integral domain $R, R^{*}$ will denote the unit group of $R$. If in particular $K$ is a field, then $K^{*}=K \backslash\{0\}$.
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[^1]:    ${ }^{2)}$ Later, we shall also define families of solutions in a restricted sense.

